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1 INTRODUCTION

Today, sustainability is recognized as a management
approach that is not only limited to the fulfillment
of environmental and social responsibilities by busi-
nesses, but also enables them to achieve economic
success in the long term. In addition, rapidly
changing global economic conditions require busi-
nesses to show flexibility in the face of uncertainties
and develop dynamic strategies. This relationship

between sustainability and flexible management has
the potential to increase the competitive advantage
of businesses. The purpose of this study is to inves-
tigate how the concepts of sustainability and flexible
management work together, their applications in the
business world and their interactions with each other
by examining the existing literature.

2 MATERIAL AND METHODS

In this study, the literature review method was used
to address the issues of sustainability and flexible
management. The literature review is based on
articles, books and reports available in academic
databases. The research focused on studies published
in the last decade and included studies on the effects
of flexible management approaches on sustainability

strategies. The literature review examined concep-
tual models explaining the links between sustainabil-
ity and flexibility and their applications in various
sectors. In addition, case studies of businesses
with successful sustainability practices and their
contributions to flexible management processes are
analyzed.

3 RESULTS

As a result of the literature review, it has been
observed that there are many studies supporting
the positive relationship between sustainability and
flexible management. In order to successfully
implement sustainability strategies, businesses need
the ability to adapt quickly to changes in market
conditions. There is strong evidence that flexible
management approaches improve sustainability per-
formance, especially in the technology, energy and
agriculture sectors.

The relationship between flexible management and
sustainability: The findings suggest that flexible
management approaches provide businesses with
resilience in the face of uncertainty, which enables
them to effectively implement sustainability strate-
gies. Sectoral differences: The relationship between
sustainability and resilience is found to vary across
sectors. Especially in the agriculture and energy
sectors, where the efficient use of natural resources
is vital, flexible management practices facilitated the
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achievement of environmental sustainability goals.
Examples of successful practices: There are case
studies of some successful businesses in the literature
that show that flexible management strategies played

a key role in achieving sustainability goals. Thanks
to their ability to respond quickly to changing market
conditions, these businesses have achieved significant
success in achieving their sustainability goals.

4 CONCLUSIONS

This study reveals that the concepts of sustainability
and flexible management have a strong relationship
with each other and that it is necessary for businesses
to adopt flexible management approaches to achieve
their sustainability goals. The rapid changes and
uncertainties in the business world make it imper-
ative for businesses to have flexible management
capabilities to implement long-term sustainability
strategies. The findings of the study show that
sustainability is not only limited to environmental
and social responsibility, but also needs to be
supported by the strategic flexibility capabilities of
the business.

As a result, it is recommended that businesses
should integrate flexible management practices into
their strategic plans in order to achieve successful
sustainability performance. This integration will
both contribute to the realization of long-term
environmental goals and enhance the ability of
businesses to cope with global uncertainties. Future
research can contribute to a deeper understanding of
the relationships between resilient management and
sustainability by examining the applicability of these
two concepts in different sectors and regions.
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1 INTRODUCTION

This paper focuses on informal institutions’ role in achiev-
ing the 8th Sustainable Development Goal (SDG 8) of the
United Nations, which promotes inclusive and sustainable
economic growth, full and productive employment, and
decent work for all. SDG 8 is an integral part of
the global 2030 Agenda, which seeks balanced economic,
social, and environmental development. A key aspect
of the successful implementation of SDG 8, alongside
formal policies, is the role of informal institutions such
as social norms, traditions, and cultural values, which
can significantly influence the achievement of these goals
in different regions (Bezner-Kerr & Colvin, 2017). The
goal is to explore the influence of informal institutions,

represented by public attitudes, on the achievement of
SDG 8, which focuses on promoting sustainable economic
growth and decent work.

This study finds that Satisfaction with Life and the
Importance of Environment have a positive impact on the
achievement of SDG 8, as higher life satisfaction encour-
ages greater economic participation, and environmental
awareness drives support for sustainable development and
innovation. In contrast, the Importance of Traditions neg-
atively affects SDG 8 by resisting change and innovation,
which can slow economic progress and reduce the creation
of new job opportunities.

2 MATERIAL AND METHODS

Within the European Union, characterised by its economic
and cultural diversity, informal institutions play a crucial
role in shaping public opinion, economic behaviour
patterns, and attitudes toward work (Ostrom, 2009).
This article examines how these institutions directly or
indirectly impact the fulfilment of SDG 8, particularly in
terms of sustainable employment, equitable access to job
opportunities, and support for inclusive growth. Based on
research by Bezner-Kerr & Colvin (2017) and Marchetti
(2021) and Bezner-Kerr (2021), the article analyses the
extent to which informal institutions can either support or
hinder the effectiveness of sustainable economic policies.
The significance of this research lies in linking formal

and informal institutions when designing policies that
contribute to achieving SDG 8 across different economic
and cultural contexts (Rodrik, 2004).

This study examines the relationship between variables
from the European Social Study (ESS, 2024) and the SDG
Index (2024), analysing the contribution of each variable
to changes in the SDG Index. Data from 24 EU countries
from 2014 to 2023 are analysed using panel regression with
the OLS method and fixed effects. The model includes
control variables such as population density, education,
economic openness, economically active population, and
inflation. Because of the problems with statistical
testing, robust standard errors are used. The main
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explanatory variables are: life satisfaction, satisfaction
with the economy, gender discrimination, environmental
protection, and the importance of traditions are derived
from ESS data. These variables are expected to have

a significant impact on the achievement of SDG 8,
particularly in the areas of sustainable employment and
inclusive growth.

3 RESULTS

The main variables explaining the fulfilment of SDG
8 in the EU were identified as Satisfaction with Life,
Importance of Environment, and Importance of Tradi-
tions. The control variables include inflation (HICP
index), population density, and the labour force share.
Higher Satisfaction with Life positively influences the
achievement of Goal 8 because, when basic needs are
met, people are more engaged in economic activities,
promoting growth and job creation. The Importance
of Environment also has a positive effect, as those

who prioritise environmental protection often support
sustainable development and innovation. In contrast,
the Importance of Traditions has a negative impact, as
an emphasis on tradition can hinder innovation and the
adoption of new technologies, slowing down economic
growth. The impact of the control variables is more
complex. For example higher inflation reduces purchasing
power, leading to lower demand, decreased production,
and less need for employees, which in turn hampers
economic growth.

4 CONCLUSIONS

This study demonstrates the significant role of informal in-
stitutions in influencing the achievement of SDG 8 within
the EU, particularly in sustainable economic growth and
decent work. Variables such as Satisfaction with Life and
the Importance of the Environment positively contribute
to these goals by fostering greater engagement in eco-
nomic activities and supporting sustainable development.
Conversely, the Importance of Traditions has a negative
impact, as resistance to innovation and new technologies

slows economic progress. The analysis also reveals that
socio-economic factors, such as inflation and population
density, play a more complex role in shaping outcomes.
By highlighting the interplay between formal policies and
informal institutions, the study underscores the need for
an integrated approach when designing policies to achieve
SDG 8, ensuring that cultural and societal norms are
considered alongside economic strategies.
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1 INTRODUCTION

Social networks are important in people’s daily lives
[1]. People share their experiences and emotions,
and communicate with friends and family, but also
find inspiration and follow different celebrities and
popular businesses [2]. However, networks have also
become an important marketing communication tool,
not excluding the gastronomy sector [3]. Stylized
photos of various foods and different video recipes
have become such widespread content that they have
theoretically earned their own label of “food porn”

[4]. Instagram, which allows sharing both photos
and different video formats, is thus an ideal place
for product promotion [5].

This contribution aims to identify segments that
have a similar perception of the marketing commu-
nication of gastronomy businesses and gastronomy-
related profiles on the social network Instagram. the
research focuses on Generations Z and Y, who are the
most active on the networks and are most connected
to them [2].

2 MATERIAL AND METHODS

To gather data for further analysis, a qualitative
survey conducted through a questionnaire survey
(data collection, 2/3/9 2024; n = 465) on Gen Z (n =
253) and Gen Y (n = 212) respondents is used. the
questionnaire consists of questions and statements
focusing on social network behaviour and preferences
regarding Instagram content in the context of the
food and food business context. the questions are

mostly closed-ended using a 5-point Likert scale.
to establish segments, k-means cluster analysis is
used to divide respondents into homogeneous groups
according to their preferences. the analysis is
performed on the sample of both generations and also
on the sample of each generation separately. These
segments are then compared with each other.

3 RESULTS

Cluster analysis performed on both generations
simultaneously divided respondents into 3 segments
(S1, S2, S3) according to their preferences. In the
S1 segment (Occasional follower, n = 202; m/f,

57.5/42.5), Generation Z respondents predominate.
It is important for this segment that the company
has a profile, but they do not follow it regularly.
Important for them is mainly the visual aspect of
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the profile. Segment S2 (Not following, n = 60;
m/f, 38.3/61.7) is not interested in company profile,
they only search for them occasionally. However,
the visual aspects of profiles are also important to
them. In the S3 segment (Following, n = 203;
m/f, 47.3/52.7), Generation Y is dominant. For
this segment, the overall presentation of the business
is more important, including the visual aspect, but
also other content from behind the scenes of the
business (such as posts about the raw materials used,
sustainability, etc.). At the same time, collaboration
between the company and footbloggers is important
to them. If they are interested in a profile, they will
then start following it.

The third and first segment looks at food-related
content most frequently (several times a week).

We obtain similar segments with similar pref-
erences if we apply cluster analysis only to Gen-
eration Z respondents. Applying cluster analysis
to Generation Y, we obtain similar segments for
“Following” and “Not following”. However, the
third segment is different and should be defined as
“Not following but requiring content”. This segment
prefers businesses to have a profile that presents not
only visually appealing content but also behind-the-
scenes contributions. At the same time, users do not
follow businesses and do not plan to follow them.

Fig. 1: Size of the segments. Cluster analysis on the sample of both generations

4 CONCLUSIONS

Based on the analysis, we were able to identify
two segments in Generation Z and Y with similar
preferences. the third segment then differs in content

preferences, with the Generation Y segment having
higher requirements for business profile content than
Generation Z.
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1 INTRODUCTION

This paper focuses on the introduction of functional
currency into the accounting legislation in the Czech
Republic and its impact on the accounting entity.
Until the end of 2023, all accounting units were

obliged to keep their accounts only in the Czech
currency, but on the basis of the amended Act it is
possible to keep the accounts in USD, EUR or GBP
under certain conditions [1].

2 MATERIAL AND METHODS

With effect from 1 January 2024, the consolidation
package of the government allowed accounting units
to keep their accounts in a currency other than the
Czech currency. The condition they had to fulfil
was that this currency was their functional currency,
i.e. the currency corresponding to their economic
environment. At the same time, it could only be the
euro, the US dollar or the British pound [5].

The inspiration for the introduction of a functional
currency into Czech accounting legislation is the
International Accounting Standard IAS 21 - The
Effects of Changes in Foreign Exchange Rates.
However, it has not been adopted in its full form.
The fundamental difference is the fact that the use
of the functional currency according to this standard
is mandatory, but the draft of the new Accounting
Act enshrines it as a right, i.e. only the possibility
of its use based on the decision of the accounting
unit itself [2]. It follows that even if an entity meets
all the conditions for using a functional currency, it
does not have to use it compulsorily and can therefore

use the Czech currency even if it is not a functional
currency. The purpose of this decision is to allow
accounting units to use the currency in which the
majority of their transactions are carried out, which
will make accounting more efficient. In particular, it
will reduce the number of exchange rate conversions
and the generation of exchange rate differences and
their subsequent accounting treatment [3].

In addition, a decree of the Ministry of Finance
may determine the methods of determining the
functional currency, the hyperinflationary currency,
the conversion upon a change of currency, the
conversion to the reporting currency or the methods
of converting accounting documents and data of
the entities of consolidation of the state into the
Czech currency in the case of the preparation of
proper consolidated financial statements of the Czech
Republic [4].

In this paper, an entity has been selected that
meets the conditions for the transition to a functional
currency. The proportion of transactions in the
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currency to which the entity could switch compared
with transactions in CZK was determined. Based on
the determined methods, the opening balance sheet
was restated for the selected functional currency, the
resulting economic transactions were recorded and

then the closing statements were prepared in the
functional currency and CZK. Based on a comparison
of the results of operations using different currencies,
the effects on the entity’s operations were determined
[6].

3 RESULTS

Based on the statements prepared, it was determined
that the change to the functional currency did not
have a material impact on the entity’s financial
result. Exchange differences using the functional
currency are lower when using the Czech currency,

but exchange differences have not completely disap-
peared because the entity must account for exchange
differences on all transactions that are in a currency
other than the functional currency.

4 CONCLUSIONS

It has been demonstrated that the change to a
different accounting currency does not materially
affect the entity’s profit or loss. It can be assumed
that companies belonging to large international hold-
ing companies will take advantage of the currency
switching option and thus their accounts will be
consistent with those of other companies in the
holding company, thus facilitating, for example, the
consolidation of financial statements.

At the same time, it should be noted that in the
Czech Republic, switching to a functional currency

is fraught with pitfalls with regard to the possibility,
but not the obligation, to do so. Reverting back
to CZK is a very difficult process. Other pitfalls
are related to the unpreparedness of the public
administration systems for a currency other than
CZK. Currently, there are no statistics on the
number of accounting units that have used the option
of introducing a functional currency. However, given
the above mentioned negatives, this will be only a
very small percentage of accounting units.
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1 INTRODUCTION

Regional Innovation Systems (RIS) represent a model
that facilitates the mapping of innovation activities and
synergies between diverse regional actors. While previous
research on RISs has primarily focused on universities
and research institutions (education, science, and research
sector), there is a research gap concerning the significance
of lower levels of the education, as Krasikova & Ognev
(2019) observe. Secondary technical schools (STSs) play
a vital role in the formation of human capital, and their in-
volvement in RISs has implications for regional innovation
and economic development (Chi & Quian, 2010; Toner,
2011; Pelinescu, 2015; Runde et al., 2017). Furthermore,
this involvement is closely related to the development of

regional human capital (Ozier, 2018; Khaemba, 2014).
The technical skills and practical experience provided are
essential for students’ individual career paths and for
promoting regional innovation potential. The objective
of this research is to map the involvement of STSs in
RIS in selected regions of the Czech Republic, examine
the ways in which these schools and other RIS actors
cooperate and the potential benefits of such cooperation
for regional innovation activities. Furthermore, the
research investigates the extent to which STSs align with
the projected future fields and the manner in which
individual RIS actors address them.

2 MATERIAL AND METHODS

This quantitative research was based on a combination
of data collection methods and their subsequent analysis.
The literature review mapped the theoretical framework
and its main trends in RIS research. Subsequently, a
web content analysis was conducted, which led to the
identification of two categories of joint activities between
STSs and RIS actors for all 52 STSs in the selected
regions ot the Czech Republic (Ústí Region, Karlovy Vary
Region, Pilsen Region, and South Moravian Region): 1)
activities financed from EU resources and other sources;
2) cooperation between secondary technical schools and

RIS actors. Based on the dataset, the STSs and RIS
actors identified as “active” were selected for an empirical
investigation conducted in the form of four types of
semi-structured interviews with firms, universities and
research institutions, regional government, and STSs. The
final synthesis provided an extension of the theoretical
framework of the RIS model by its expansion to include
STSs. Furthermore, the investigation identified functional
models of cooperation between RIS actors and STSs in
selected regions.
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3 RESULTS

The principal findings of the study are the identification of
functional collaborations between STSs and RIS actors in
four regions of the Czech Republic, which serve to enhance
the region’s innovation potential. The identified func-
tional collaborations are primarily those between firms
or universities and STSs. Such collaborations frequently
assume the form of practical training, which is often
linked to unique projects that firms and universities are
addressing. Moreover, a functional model of cooperation
has been developed to elucidate the motivations, modes of

cooperation, outputs and impacts of the joint activities of
STSs and individual RIS actors. These functional models
of cooperation indicate that motivations and positive
outcomes can be identified for all the aforementioned
actors, thereby providing evidence that strengthening the
degree of their interconnection is a desirable state of
affairs. Furthermore, the mapping of “fields of the future”,
which are specific to each region, and their reflection by
STSs and RIS actors is also beneficial, but not yet well
established.

4 CONCLUSIONS

The RIS model can be expanded to reflect a greater focus
on education and human resources. While universities
and research institutions undoubtedly play a pivotal role,
engaging with skilled human resources that are linked
to innovation is a far more intricate and long-term
endeavour. In addition to the three actors originally
conceptualised, STSs also assume a significant role in a
complex RIS. The involvement of STSs in RIS comprises
a wide range of joint activities with other RIS actors.
Typically, collaboration between firms or universities and
STSs. Regional government is also involved, often in
an initiating capacity. The advantages of collaboration
are distributed among all parties involved, fostering a

strong sense of motivation. Nevertheless, at the present
time, a considerable number of RIS actors, and even
STSs, in the regions of the Czech Republic do not engage
in joint activities. This is largely attributable to the
transaction costs inherent to the process of negotiation,
or alternatively, to a lack of awareness of the potential
benefits. Nevertheless, the dissemination of good practices
identified in the research can facilitate the advancement
of collaboration and inspire RIS actors, including STSs.
However, it is not only STSs that play a role in RIS.
Further research could concentrate on the role of other
sectors of education or other actors (such as the non-profit
sector or local leaders).
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1 INTRODUCTION

In technical fields, transforming a conceptual idea
into a practical application poses several challenges.
This study focuses on the analysis and management
of a project developing new, cost-effective soldering
technology for high-precision applications, such as
lithography, medical devices, and aerospace. Current
soldering technologies are expensive, making them
inaccessible to smaller firms with limited budgets[1].
Working in a small team, I balance technical devel-

opment with time management, financial constraints,
and multidisciplinary challenges. The objective
of this study is to analyse the project’s current
state and prepare recommendations of the relevant
management tools implementation. While doing
so, I demonstrate the need to move away from
traditional corporate-driven approaches and adopt
a human-centered, dynamic framework for R&D
projects within an academic setting.

2 MATERIAL AND METHODS

The current status of the project is illustrated with
the SWOT analysis[2]. I assess project’s internal
strengths and weaknesses, along with external op-
portunities and threats. To refine the project’s
management strategies, a modified solution tree[3]
is utilized. I map out encountered challenges
and possible solutions exploring relevant manage-
ment methods on the way. It is found out that
several management tools have already been intu-

itively implemented (vendor consolidation[4], 5S[5])
at the workplace. The implementation effect is
demonstrated in examples. In an effort to move
towards a more sustainable approach, I examine
applicable methods such as Eisenhower Matrix[6],
Gantt charts[7], Agile mindset and additional Agile
extensions as Mindfulness Practices and Weekly
Stand-up Meetings[8-10].

3 RESULTS
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The application of management tools in the develop-
ment of cost-effective glass-metal soldering technol-
ogy was evaluated. A SWOT analysis revealed key
strengths such as technical expertise and access to
resources, while highlighting weaknesses like limited
funding and undefined deadlines leading to crunch
time practice and team burnout. Opportunities for
partnerships were identified, alongside the threat of
losing investor interest if milestones are not met.

The practical example of successful management is
presented: vendor consolidation was implemented
intuitively to reduce logistical costs, while 5S prac-
tices helped streamline workspace organization and
improve overall efficiency.

The recommendation of the introduction of new
management tools is prepared. Expected result is
the improvement of long-term planning and task pri-
oritization as well as enhanced team communication.

4 CONCLUSIONS

This study offers a glimpse into the realities of
managing technical research and development (R&D)
projects. The objective was to demonstrate how
management techniques can be effectively applied
to the often “unmanageable” aspects of R&D, il-
lustrating that even in the face of dynamic project
demands, structured approaches can help streamline
progress. While some management tools are applied

intuitively, a mindful and deliberate approach is
essential. This research moves beyond traditional
corporate models, advocating for a more nuanced
understanding of project management in an academic
setting. Additionally, it highlights the urgent
need for talented, open-minded managers in niche
scientific environments.
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1 INTRODUCTION

The rapid expansion of the Internet of Things
(IoT) has intensified the need for effective identity
management solutions that are robust, scalable, and
secure. Traditional centralized identity systems are
increasingly inadequate due to vulnerabilities related
to privacy, data security, and user control. Decen-
tralized Identity (DID) and Self-Sovereign Identity

(SSI) present promising alternatives by decentraliz-
ing identity data control, thereby enhancing security
and user autonomy (Lesavre, 2020; Drăgnoiu et al.,
2020). This paper explores the integration of SSI
within IoT environments and introduces a novel DID
method based on the Bloxberg blockchain to address
existing challenges.

2 MATERIAL AND METHODS

This study evaluates current SSI solutions in IoT
through a comprehensive literature review, identify-
ing key benefits, challenges, and limitations (Lesavre,
2020; Stokkink et al., 2021). We propose a de-
centralized identity method leveraging the Bloxberg
blockchain, a permissioned blockchain developed by

the Max Planck Society. The technical architecture
encompasses identity generation, resolution, and
verification processes, utilizing smart contracts for
access control. Performance evaluations are con-
ducted via simulations and real-world testbeds to
assess scalability, latency, and security metrics.

3 RESULTS

The proposed Bloxberg-based DID method demon-
strates significant improvements in scalability and
security within IoT environments. Simulations

indicate reduced latency and enhanced transaction
throughput compared to traditional centralized sys-
tems. Real-world testbed implementations confirm
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the method’s robustness against common security
threats and its ability to efficiently manage a high
volume of IoT device identities. The integration

of smart contracts facilitates automated and secure
access control, ensuring reliable identity verification
and resolution.

4 CONCLUSIONS

This research presents a viable blockchain-based
SSI solution tailored for the dynamic IoT land-
scape. The novel DID method using Bloxberg
blockchain addresses critical issues of scalability,
security, and user autonomy inherent in traditional

identity management systems. Future work will
focus on optimizing the method for broader IoT
applications and exploring additional blockchain
integrations to further enhance system resilience and
interoperability.
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1 INTRODUCTION

The concept of regional economic convergence, where
poorer regions grow faster than richer ones, remains
a central theme in economic research. While classical
theory suggests convergence should occur due to
diminishing returns to capital, the reality is more
complex, particularly in developing economies. In
India, state-level studies have shown mixed results,
with some regions diverging rather than converging
due to disparities in infrastructure, productivity, and
policy decisions. Intra-state inequalities, especially in

large states like Karnataka, have received less atten-
tion. Karnataka’s north-south divide, particularly
between the prosperous Bengaluru region and the
underdeveloped Hyderabad-Karnataka (HK) region,
highlights these disparities. This paper examines
economic convergence between villages in Karnataka,
using nightlight data. The paper also looks at
the disparity between regions within Karnataka
regarding the growth.

2 DATA

We measure village-level economic growth using data
from the DMSP (Defense Meteorological Satellite
Program) and VIIRS (Visible Infrared Imaging
Radiometer Suite) satellites. The DMSP satellite
provides annual average light intensity data ranging
from 0 to 63, from 1992 to 2013, at a minimum

spatial resolution of 2.7 square kilometers per pixel.
With a spatial resolution of 750 meters per pixel,
VIIRS (Visible Infrared Imaging Radiometer Suite) is
recognized as a superior source for nightlight data to
proxy economic activities, particularly in less densely
populated regions (Gibson et al, 2021).

3 EMPIRICAL METHODS

This study tests the absolute convergence and con-
ditional convergence of nightlight growth through β
convergence method (Baumol, 1986). The following
models are employed.

gyi,d,t,t−k
= β0 + β1 log yi,d,t−k + ϵi,t,t−k, (1)

Where gyi,d,t,t−k
stands for the compounded annual

growth of night lights of village i in the district of d
between years t and t − k, yi,d,t−k is the light in the
initial year, ϵ is the error term.

gyi,d,t,t−k
= β0 + β1 log yi,d,t−k +

β2 zerodumm yi,t−k +

γd + ϵi,t,t−k

(2)

In this equation, which is modified from eq(1), β2
captures the impact of night light growth of those
villages that had no nightlight in the initial year. γ
is the district-level fixed effects.
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To understand the difference in growth rate be-
tween different regions within Karnataka, we employ
the equation (3).

gyi,d,t,t−k
= β0 + β1 Regio ni,d + ϵi,t,t−k (3)

Here, the Regioni,d is a dummy variable indicates
1 if the village i is in the district d that belong to HK
region and 0 otherwise.

4 KEY FINDINGS

Results from our beta convergence tests revealed that
absolute and conditional convergence exists between
villages in Karnataka in both periods we have
examined, i.e. 1994 – 2013 and 2012-2019. These
convergence tests demonstrate that less developed
regions are catching up with the more prosperous
states in terms of growth since 1994, at a much
higher convergence rate than previously predicted by
literature. However, rapid convergence regional im-
balances persist within Karnataka. The Hyderabad-
Karnataka region has been significantly behind the

rest of the state in terms of nightlight growth
over the years. This suggests that, despite several
states in India experiencing rapid economic growth,
particularly after liberalisation policies, growth tends
to cluster in specific areas within these states.
This trend is also evident in Karnataka, where
Bangalore dwarfs other regions regarding economic
growth. This study highlights the need for region-
specific development policies and the promotion of
infrastructure and industry investment to achieve
more balanced growth within the state.
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1 INTRODUCTION

Several economic, social, or political factors influence
the VAT gap. Some authors interested in VAT gap
factors have implemented into their research share
of some sectors of total GDP, e.g.: construction;
manufacturing; industry, and agriculture (Cevik et
al., 2019; Poniatowski et al., 2020). Christou et al.
(2021) dealt with an analysis, of which productive
sectors play a more significant role in Greece’s VAT
revenue collection, their research was focused only on
the economy of Greece. A broader sectoral analysis
of the VAT gap is still lacking.

This paper fills this gap by presenting a broad
analysis of the impact of all economic sectors on

the VAT gap. It processes data from 21 European
countries for the period 2000 to 2021. Strongly
balanced panel data like this contains observations
about different cross sections across time, so it
contains more information, more variability, and
more efficiency.

Studying the VAT gap from a sectoral perspective
helps identify sectors with the biggest (and signifi-
cant) volume of VAT fraud. With this knowledge, it
is possible to develop recommendations targeted at
the sector with the largest VAT gap.

2 MATERIAL AND METHODS

The research processes panel data, containing in-
formation over different periods for separate cross-
sectional units. Panel data enables us to control for
characteristics that do not change over time but vary
across entities (country-fixed effects), or character-
istics that change over time but not across entities
(time-fixed effects). To estimate the Fixed effects
model with different intercepts between entities, the
dummy variable technique is used. Such estimation
models are often referred to as the Least Squares
Dummy Variable (LSDV) technique (Zulfikar, 2018),

Equation 1 contains this technique:

Yit = α0 +
I−1∑
k=1

αkDk,it +
T−1∑
i=1

θlTl,it +

β1X1,it + . . .+ βk,itXk,it + αi + uit

(1)

Data for the analysis were collected mainly from
the Eurostat database and the World Bank database.
Data are collected from 22 European countries for the
period from 2000 to 2021, which gives in total of 462
observations.

The dependent variable in this study is the VAT
gap calculated by the Center for Social and Economic
Research (hereinafter ‘CASE’). In these reports is
used top-down approach for estimation of the VAT
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gap, specifically the consumption-side method. This
method aims to calculate the VAT total theoret-
ical liability (VTTL) as the sum of the liability
from components: final consumption of households,
governments, and non-profit institutions servings to
households (NPISH), intermediate consumption, and
gross fixed capital formation (Poniatowski et al.,
2020). The biggest advantage of this method is the
fact, that authors account for country-specific tax
regulations, such as exemptions for small businesses,
non-deductible business expenditures and so on
(Poniatowski et al., 2020). Each CASE final report
included VAT gap calculations for a longer period (5

to 10 years), so the examined period from 2010 to
2021 is covered by at least two reports.

The independent variables consist mainly of the
share of each sector’s gross value added on the
total of each country’s gross value added for every
year. Sectors are broken down by NACE Revision 2
Standard at the level of sections which are codded
under letter A to U.

As control variables, there are added World
governance indicators from the database of World
Bank Group: voice and accountability, political sta-
bility and absence of violence/terrorism, government
effectiveness, regulatory quality, rule of law, and
control of corruption.

3 RESULTS

According to the model with individual fixed effects
14 sectors out of 17 total play a significant role in the
extant of the VAT gap in European countries.

According to the model with individual and time-
fixed effects, only 7 sectors out of 17 total sectors
play a significant role in the extent of the VAT gap
in European countries.

Among time fixed effects variables are eight years
statistically significant. These years are 2005, 2015,
2016, 2017, 2018, 2019, 2020, 2021. As the next
step, it is appropriate to test for structural breaks
in the panel data model. Sequential test for multiple
breaks at unknown breakpoints detected 4 breaks,
specifically: 2003, 2008, 2011, and 2015.

4 CONCLUSIONS

A model with country-fixed effects revealed 14 sectors
(agriculture, industry sector, and sector of services)
out of 17 total as significant to the VAT gap. A model
with time and country fixed effects revealed only 7
sectors (agriculture and industry sector) out of 17,
these findings may indicate some structural changes
that affect all of the countries.

A model with time-fixed effects revealed some
statistically significant time dummy variables, so
a test for multiple breaks at unknown breakpoints
was implemented on the model, this test revealed 4
structural breaks in a year: 2003, 2008, 2011, and
2015. As a further investigation, it is recommended
to focus on changes in legislation related to the VAT
in each country in these years.

5 REFERENCES

[1] Cevik, S., Gottschalk, J., Hutton, E.,
Jaramillo, L., Karnane, P., & Sow, M.
Structural transformation and tax efficiency.
International Finance, vol. 22 (2019) , 341-379.

[2] Christou, A., Eriotis, N., Lomis, I., Papadakis,
S., & Thalassinos, E. The Greek VAT gap: the
influence of individual economic sectors. European
Research Studies Journal vol. 24 (2021), 851-882.

[3] Poniatowski, G., Śmietanka, A., & Bonch-
Osmolovskiy, M. Study and reports on the VAT
gap in the EU-28 member states: 2020 final report.
CASE Research Paper(503).

[4] Zulfikar, R. Estimation model and selection method
of panel data regression: An overview of common
effect, fixed effect, and random effect model. JEMA:
Jurnal Ilmiah Bidang Akuntansi, vol. 9 (2021), 1-10.

Supported by the grant No. IGA24-PEF-DP-004 of the Grant Agency IGA PEF MENDELU.



HYBRID MANAGEMENT ORGANISATIONS
AND PROCESSES USING THE EXAMPLE OF
A NON-PROFIT ORGANISATION
Torsten Huschbeck1, Lothar Huschbeck2, Jürgen Weltermann1

1Comenius University of Bratislava, Slovakia
2Danubius University of Sládkovičovo, Slovakia

KEY WORDS
Obedience principle, management methods, hybrid management

JEL CODES
D23, M12, N01

1 INTRODUCTION

The VUCA (Volatility, Uncertainty, Complexity,
Ambiguity) model, which describes the environment,
is being replaced by the BANI (Brittle, Anxious,
Nonlinear, Incomprehensible) model, which focuses
more on human reactions and coping strategies in
chaotic situations. In this context, the paper explores
the benefits of a corporate management model of the
Order of St. John, a charitable organisation founded
in the 11th century. Over the last centuries, the
Order adapted to changing circumstances, eventually
becoming a modern welfare organisation. A central
theme in the Order’s management is the principle
of obedience, which ensures disciplined and efficient

operations. This principle is not about blind sub-
ordination but about respecting and implementing
leadership decisions while allowing for questioning if
decisions are deemed wrong or immoral. The paper
compares this with modern management methods,
which blend traditional hierarchical control with
participatory approaches to enhance efficiency and
employee motivation. The paper also highlights
the importance of recruiting highly motivated and
ethically stable managers in non-profit organisations
who can navigate the complexities of modern man-
agement while upholding the organisation’s values
and mission.

2 MATERIAL AND METHODS

The paper uses a so-called ”Group Discussion Pro-
cedure” (GDP) to analyse the relevance of the
principle of obedience in the Order of St John for
modern organisations. The guided discussion of three
senior managers of the Order of St John explores
how integrating hybrid management approaches can
help organisations balance clear structures with
flexibility and employee engagement. On the one

hand, the GDP is chosen as the qualitative research
instrument, focusing on collective attitudes and
group orientations rather than individual experiences
[1]. On the other hand, the GDP is based on
Mannheim’s sociology of knowledge and aims to
uncover stable collective orientation patterns rather
than changeable opinions [2].
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3 RESULTS

The results present a comprehensive analysis of
the challenges faced by the discussing key figures
(Master, Chancellor and Secretary-General) of the
Order of St. John. Trust is a recurring theme,
illustrating how the leadership relies on each other
for operational and strategic decisions. The pa-
per notes that while excessive affirmation can be
perceived negatively, the discussants maintain a
balanced approach. The paper also compares the
right to give instructions with the principle of
obedience, suggesting a differentiated and nuanced
approach to management and leadership. Unlike
rigid command structures in military contexts, the
Order emphasises trust and performance. Managers
are encouraged to foster a respectful environment,
balancing performance metrics with trust-building
efforts. This dual focus is vital for adapting to

changes and maintaining organisational effectiveness.
The Order is confronted with significant challenges,
including financial, personnel, and managerial issues,
requiring a shift in corporate culture. In contrast
to traditional profit-driven companies, the Order’s
mission combines social service with promoting
Christian values. The present paper highlights the
importance of strategic development in addressing
these challenges while maintaining a commitment to
ethical service. Despite the potential of its traditions,
the Order grapples with modern leadership deficits
and the integration of artificial intelligence in its
operations. Overall, the paper underlines the com-
plexity of managing the navigation between tradition
and modernity, which should also meet the mission
and organisational structure requirements.

4 CONCLUSIONS

Hybrid management benefits non-profits facing un-
certain funding and changing demands, enabling
quicker adaptation to external challenges. Transi-
tioning to hybrid structures can be difficult, requiring
cultural changes and a willingness to move away from
traditional hierarchies. Successful implementation
involves thorough training, ongoing support, and
clear communication to prevent conflicts between
traditional and agile teams. Trust within the

organisation is highlighted as crucial, alongside
performance metrics, to foster a positive culture
and enhance adaptability during change. Overall,
hybrid management approaches can significantly
improve the efficiency and effectiveness of non-
profits, allowing them to better fulfil their missions
by integrating traditional values with modern man-
agement practices.
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1 INTRODUCTION

The Global Financial Crisis of 2007-2009, one of
the most significant financial downturns since the
Great Depression, reshaped global financial markets
and regulatory frameworks [1]. A key issue was
the erosion of trust in financial institutions due to
unethical banking practices [2]. In response, the
financial sector has placed greater emphasis on Cor-
porate Social Responsibility (CSR), as stakeholders
demand more transparency and ethical conduct.

CSR has become a crucial tool for banks to rebuild
trust, particularly among younger generations like
millennials, whose values strongly influence corporate
reputations. This study explores the CSR measures
most valued by German bank customers, focusing on
millennials, and examines how these contribute to
trust and corporate reputation in the financial sector.

2 MATERIAL AND METHODS

A mixed-method approach was used to address
the research questions, combining qualitative and
quantitative methods to offset each approach’s lim-
itations. Triangulation was applied to enhance
validity [3]. The study included extensive literature
research, followed by quantitative data collection and
primary analysis, complemented by expert interviews
to ensure causality.

For the literature review, only recent, high-quality
sources (preferably within the last 10 years) from
peer-reviewed journals and professional sources were
included. Non-peer-reviewed articles were excluded,
and only English and German literature was con-
sidered. MaxQDA software was used to code the

literature inductively and deductively. A total of
2,276 codes were analyzed.

To estimate the relationship between CSR, trust,
reputation, and economic value, a quantitative
method was applied using a web-based structured
questionnaire. Data collection occurred between
January 12, 2024, and February 11, 2024, targeting
a random sample of millennials in Germany. The
questionnaire, based on validated literature, con-
sisted of two parts: socio-demographic data and
questions addressing the research model variables.
These questions assessed CSR (6 items), trust (5
items), and corporate reputation (5 items) using a
5-point Likert scale [4-12].
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3 RESULTS

The study found that millennials prefer financial
institutions that align with their values, particularly
in terms of ethical practices and social responsibility.
CSR was shown to significantly impact corporate
reputation and trust. A key finding was that trust
serves as a mediator between CSR initiatives and

corporate reputation, highlighting the importance
of ethical banking practices in rebuilding customer
relationships. The survey also indicated that mil-
lennials are more likely to engage with banks that
demonstrate a genuine commitment to social and
environmental issues.

4 CONCLUSIONS

CSR plays a critical role in enhancing corporate
reputation and building trust in the banking sec-
tor, particularly among millennial customers. The
findings support the idea that CSR is not merely
a marketing tool but an integral part of long-term
business strategy. Banks that prioritize ethical

behaviour and transparency are better positioned
to maintain customer loyalty and foster sustainable
development. Future research should further explore
the relationship between CSR, trust, and corporate
performance in different banking contexts.
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1 INTRODUCTION

In recent years, the idea of using virtual reality in
teaching is emerging in many studies and experi-
ments. Although immersive virtual reality appears
to be a valuable tool to be used in teaching different
topics, many authors and teams faced problems
while implementing this technology into practical
use. Problems begin with students having little or
none of experience with virtual reality and needed
hardware, inability to obtain enough of the hardware
to fulfill the needs of the whole class, complexity of
implementation of study resources in virtual reality
environment, to finding a practical applications of
experiments, where the virtual reality can really

benefit the students in comparison to traditional
methods.

Several research papers [1, 2, 3] agree that there
need to be more experiments in different study fields
to create a set of topics, where virtual reality can
be beneficial. Intent of this research is to summarize
pros and cons of previously conducted experiments
that can be used to improve the design of these types
of experiments in our future research. Focus will be
given to specific attributes of the experiment, such as
number of participants, environment or teaching use
cases.

2 MATERIAL AND METHODS

First, regarding the number of participants, most
papers [3, 4, 5] use a group of students at their
institute or people that need some specific training
for their work. According to a systematic review of
teaching in virtual reality between years 2009 and
2022 that analyzed 46 articles [3], the number of par-
ticipants there varied from 24 to 162 participants in
teaching experiments, most commonly from 40 to 90
participants. During collaborative VR experiments,
also the size of collaborating groups matters. Paulsen
et al. [2] provided information that in 11 analyzed

collaborative experiments, the group sizes varied with
groups of 2, 3, 5 and 6 participants.

Secondly, regarding time spent in VR during
experiments, participants spent less than one hour
in VR, usually even less than 15 minutes [2, 3].
The time was a little longer for collaborative VR
tasks. According to the provided information,
participants spent only one such session in VR
during experiments. The only exception is [1] with
a two-day experiment that took place over a two-
week period. Students without experience with VR
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became more comfortable with the technology thanks
to the extended period.

Regarding the experiment environment, the first
option are 360-degree photographs or videos [4]. The
second option is a setup with artificial 3D models, e.g.
a serious game [6]. Usually, lower resolution artificial
models are used there and such applications are less
realistic but enable more interactivity. Alqurafi et al.
[1] created a simulated laboratory where dangerous
experiments can take place.

Finally, regarding the testing method, most studies
focus on the impact of VR on learning and subjective
emotions of participants. Students are usually given
a pretest, posttest and a qualitative questionnaire.
Most studies measure performance either only in
VR, or have 2 groups, one in VR and the second
taught traditionally. However, the comparison is
often difficult as the content is significantly different
for VR and 2D [1, 5].

3 RESULTS

Previous research included a sufficient number of
participants and various environments. However, a
crucial problem lies in the experiment length. We
believe a single-term experiment is not sufficient as
users do not have time to learn working in VR

effectively. Hence, the results may be biased. Our
plan is to perform experiments that will involve
multiple sessions over several weeks. The focus will
be on teaching water management courses with the
use of collaborative VR and spatial data.

4 CONCLUSIONS

We performed a thorough review to find out the
current state in the field of collaborative VR for
teaching. A research gap was identified and a series of

new experiments was designed, which will take place
in summer 2025.
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1 INTRODUCTION

Subjective well-being, measured through self-
reported happiness, or financial well-being, assessed
from the perspective of financial freedom, has been a
key area of research for decades due to its importance
for individual quality of life and policy decisions (Hel-
liwell et al., 2019; Brüggen et al., 2017). Inflation,
including historical experiences, current rates, and
expectations about future trends, plays a crucial role
in shaping well-being (Cupak and Siranova, 2023;

Dolan et al. 2009; Coibon et al., 2019). Yet, the
literature presents mixed findings, with some studies
suggesting that inflation reduces well-being (Prati,
2023), while others find the opposite (Perovic et al.,
2010). This paper seeks to explore the relationship
between inflation expectations and well-being from
the household perspective, addressing a gap in the
literature, particularly in times of high inflation and
its fluctuations.

2 MATERIAL AND METHODS

The study utilizes data from the 2021 House-
hold Finance and Consumption Survey (HFCS)
for Slovakia, focusing on the impact of inflation
expectations influence on subjective well-being at
the household level. The cross-sectional dataset
contains responses from 2174 Slovak households,
providing a comprehensive snapshot of household
financial behavior and perceptions. To analyze the

relationship between inflation expectations and well-
being, we employ Ordinary Least Squares (OLS)
regression. Inflation expectations are captured
through 3 distinct variables: anticipated changes in
property prices, expected household income growth,
and perceived future price changes. The dependent
variable, subjective well-being, is measured through
households’ self-reported overall life satisfaction.
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3 RESULTS

Our results suggest the impact of negative inflation
expectations on the reduction of household well-
being, and positive inflation expectations have a
positive effect on household well-being. If the price
of the property is expected to fall within the next 12
months, this expectation has a significant negative
impact on household well-being. If household expect
an increase in real estate prices, the possitive effect
on well-being is not significant. We assume that
this result is in line with the prospect theory,

household react more sensitively to expected loss (fall
in property price) than to gains (rise in property
price). If households expect only a modest increase in
prices in the next 12 months, the effect on subjective
well-being is positive. We explain this result by
the fact that household count on a certain stable
rate of inflation, and thus a moderate increase in
prices is acceptable to them. Overall, the effect
of negative inflation expactation negatively affect
subjective well-being, vice versa.

4 CONCLUSIONS

The findings of this study highlight the significant
influence of inflation expectations on subjective
well-being. Negative inflation expectations have a
pronounced negative impact on well-being, reflecting
households’greater sensitivity to potential losses. On
the other hand, while expectations of rising property

prices do not significantly enhance well-being, mod-
est expectations of price increases positively affect
subjective well-being. These insights underscore the
importance of managing inflation expectations to
support household well-being, particularly during
periods of economic uncertainty.
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1 INTRODUCTION

Innovation is a key driver of economic success
in the regional development process. A regional
innovation ecosystem (RIE or RIS) is a set of
research institutions and universities, organizations,
enterprises, and networks that together shape and
cultivate the innovation environment in a region [1].
An important role in these ecosystems is played by
innovation centres, that is institutions involved in the
creation, cultivation, management, and governance
of the innovation environment in the region [2]. A
successful innovation centre is able to ensure mutual
trust between all RIS actors. Trust is what fos-
ters collaboration, knowledge sharing, and synergies
between stakeholders [3]. In addition, an effective
innovation centre is able to attract and concentrate
firms that generate higher value added. High-value-
added companies contribute significantly to regional
economic growth by promoting innovation, creating

new jobs, and promoting sustainable development
[4]. However, despite the recognized importance of
trust and value added in RIS, previous studies have
not empirically examined the level of trust between
actors or investigated the value added that firms
create in these ecosystems [5].

Therefore, the objective of the study is to in-
vestigate the success of the innovation centre in
managing the regional innovation ecosystem. The
sub-objectives are: (1) to propose a way to measure
and assess the trust between innovation ecosystem
actors and (2) to assess the value-added creation of
firms in the RIS. This evaluation can indicate the
(in)effectiveness of the innovation center in manag-
ing the regional ecosystem, which may contribute
towards better targeting of development, policy and
innovation strategies.

2 MATERIAL AND METHODS

The first part of the study focused on assessing
trust among RIS actors. For this purpose, the
South Moravian region was chosen for analysis, as
the most developed and powerful ecosystem in the
Czech Republic. At the same time, cooperation
was established with the JIC Innovation Centre,
which coordinates RIS in this region. In 2024, a
questionnaire survey was carried out among the RIS
actors whose selection was based on the internal

JIC database and who contribute significantly to
its cultivation through their activities. Based on a
literature study, to assess trust among actors, the
“ABI trust model” was used, according to which
the intersection of three essential dimensions of trust
(Ability, Benevolence, and Integrity) must be taken
into account. These are assessed by the individual
towards the counterpart and then shape their overall
level of trust. Each of the trust dimensions contained
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one or two questions in the questionnaire, which were
then statistically evaluated using mean, median, and
standard deviation. The second part of the study
focuses on the analysis of value-added creation, which
will be carried out through the reports of all firms
in the high-tech and medium-high-tech sectors in all
regions of the Czech Republic over a period of 10
years (2015-2024). The source base of the data will be
the Cribis database; access to the Cribis is currently

being purchased, so the analysis will be carried out
in early 2025. Accounting value-added is calculated
from the “income statement” and expresses the
difference between production and output plus a
trading margin. For the fulfilment of this part,
the “difference in differences” method will be used,
examining the difference in the development of value-
added creation before and after the establishment
of the innovation centre in the region. Regression
analysis will also be used.

3 RESULTS

The survey was attended by 258 respondents from
public administration, universities, companies, sup-
port and non-profit organizations of the South Mora-
vian Region. Respondents were selecting qualitative
response options to the questions using 4 linguistic
variables (strongly disagree - strongly agree), the
variables were then assigned quantitative values,
with a higher average value indicating a better
rating (max possible value was 4.00). Based on the
literature, it was hypothesized that each actor would
be positively rated, indicating the successful effect
of the innovation center in building relationships
and trust among steakholders. Through the results
obtained, it was found that in all three dimensions
of trust, each actor scored higher than 2.86 on

average, and thus each of the RIS actors was rated
positively in terms of trust towards their innovation
capabilities, competencies and expertise. Across all
three dimensions of trust, the public administration
actor achieved the lowest average ratings, while
support organisations and large companies achieved
the highest (and therefore best) ratings. Within
the dimension “benevolence”, respondents most often
chose universities, which they trust in innovation
activities. The analysis of the added value will
answer the question of whether its evolution has
changed (improved) since the establishment of the
innovation centre; through regression, it will be
identified which factors have a significant impact on
its value.

4 CONCLUSIONS

This study proposes a way to measure trust among
actors in the innovation ecosystem using a ques-
tionnaire survey and ABI trust dimensions. The
pilot investigation confirmed that the innovation

center is effective in building mutual cooperation
and trust between the RIS actors of the South
Moravian Region. Value-added investigation can
further confirm this effectiveness and reveal key
factors that influence this value.
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1 INTRODUCTION

In the era of digital transformation, the agricultural
sector increasingly adopts AI and neural networks to
improve productivity. However, the effectiveness of
these technologies depends on the availability of high-

quality datasets. This study focuses on creating an
open dataset for crop and disease data, facilitating
the training of AI models in smart agriculture.

2 MATERIAL AND METHODS

The dataset was created using drones and manually
captured images to gather high-resolution data on
crops. Drones equipped with multispectral and
thermal cameras were flown over selected agricul-
tural fields, capturing images under varying lighting
conditions and at different times of the day, ensur-
ing comprehensive coverage (Matese et al., 2015).
The collected data was then pre-processed using
segmentation techniques, where plant parts such as
leaves, stems, and fruits were manually annotated
to ensure consistency and accuracy (Grinblat et al.,
2016). Additionally, data augmentation techniques

were employed to expand the dataset, which helped
improve the robustness of the neural networks during
training. However, challenges were encountered
with the drones, especially the lower-cost models,
which suffered from GPS inaccuracies and short
battery life. These models, typically priced below
40,000 CZK, were not suitable for detailed, close-
range data collection. Higher-end drones, offering
better precision, were used for critical phases, but
their higher cost limited broader deployment in the
project.



36 Miroslav Jaroš, Ondřej Škrob and Petr Pernes…

3 RESULTS

The study encountered challenges with low-cost
drones, including inaccurate GPS systems and short
battery life. Commercial drones priced below

40,000 CZK were inadequate for precise, close-range
data collection. Higher-end drones provided better
accuracy but were significantly more expensive.

4 CONCLUSIONS

Low-cost drones are unsuitable for long-term, de-
tailed data collection in agriculture. Open-source
solutions could provide more affordable and cus-
tomizable technologies for data collection. Future

research should explore new methods for improving
the accessibility and efficiency of these technologies
for agricultural applications.
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1 INTRODUCTION

In a brittle, anxious, nonlinear and incomprehensible
(BANI) environment, supply chain management is
needed to ensure the resilience and continuity of
globally operating companies. In particular, risk
management (RM) can help minimise disruptions’
impact and maintain competitiveness. Technologies
such as machine learning (ML) and artificial intel-
ligence (AI) can support risk identification in the
resulting supply chain risk management (SCRM).

The board game Go is an analogy to illustrate
the power of ML and AI. AlphaGo Zero, an AI
without human experience data, defeated the version
AlphaGo trained with human data by 100:0. This
feat demonstrates the potential of predictive SCRM,
which, like AlphaGo Zero, uses millions of data
to recognise patterns and predict disruptions for
offering a promising future.

2 MATERIAL AND METHODS

The article presents a comprehensive systematic liter-
ature review focused on the role of predictive SCRM,
which is relevant in the context of increasing global
market volatility. The search retrieved nine articles
from Web of Science and 146 from EBSCOhost.
After eliminating duplicates and assessing abstracts,
three articles from Web of Science and ten from
EBSCOhost were selected for detailed analysis. This
selection was based on criteria ensuring relevance and
comprehensiveness in exploring predictive risks in the
supply chain. The chosen articles encompass a va-
riety of research methodologies, including literature
reviews and quantitative and qualitative analyses,

contributing to a multi-faceted understanding of the
subject. The article includes tables summarising the
studies found, detailing authors, publication years,
titles, keywords, and methodologies used. A word
cloud analysis was conducted to highlight frequently
occurring terms in the literature, with “process,”
“machine,” and “information” being the most promi-
nent keywords. The review aims to provide insights
into current research trends and methodologies in
predictive RM within supply chains, emphasising the
importance of integrating advanced technologies like
ML and AI.
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3 RESULTS

The results synthesise research findings on integrat-
ing ML and AI in SCRM. It highlights the challenges
and solutions identified across various studies. There
is a correlation between drug SCRM and predictive
parameters using ML methods, particularly during
disease outbreaks like COVID-19. ML can signifi-
cantly enhance drug demand predictions, although
challenges like production gaps and user uncertainty
persist [1]. Other authors pointed out that de-
spite significant research in SCRM, industries face
ongoing challenges in managing supply chain risks
exacerbated by unpredictable events like pandemics.
They advocate for a proactive, data-driven approach
using AI and ML to enhance risk prediction accuracy
and propose a comprehensive framework for RM [2].

Supporters of a Corporate Credit Risk Assessment
explored non-traditional data sources in corporate
credit risk assessments, demonstrating that incorpo-
rating supply chain data can significantly improve
predictive accuracy. Their findings suggest that
intelligent algorithms like Support Vector Machines
(SVM) outperform traditional methods in risk evalu-
ation [3]. Finally, the manufacturing supply chain’s
digital transformation highlights the uncertainties
introduced by new technologies. The research
proposes using Principal Component Analysis (PCA)
and Backpropagation Neural Networks (BPNN) to
predict risks associated with digitalisation, showing
improved prediction performance over traditional
models [4].

4 CONCLUSIONS

The article underscores AI and ML’s transformative
potential in enhancing SCRM by improving risk
prediction and management. It identifies significant
gaps in current research and emphasises the need for
interdisciplinary approaches to fully leverage these

technologies in addressing supply chain complexities.
The findings advocate for a shift towards more
integrated, data-driven strategies to bolster supply
chain resilience and efficiency in the face of ongoing
global challenges.
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1 INTRODUCTION

In the last few years, the integration of ESG
(Environmental, Social, Governance) factors into
corporate evaluation and investment strategy has
become a central topic. Investors and companies
are faced with the challenge of understanding the
influence of ESG on financial performance. Previous
studies have shown that ESG factors can have a
significant impact on company values and financial
results [1]. Nevertheless, the question of how exactly
ESG ratings are related to a company’s profitability

and its valuation remains largely unanswered and
is influenced by numerous other factors. Principal
component analysis (PCA) offers a way to analyze
this relationship by reducing the data dimensionality
and highlighting the significant factors that explain
the variance in the ESG and financial data [1].
The aim of this paper is therefore to identify
clusters of companies with similar ESG profiles and
financial performance and to find out which variables
contribute most to the principal components.

2 MATERIAL AND METHODS

This study is based on data from 7,353 ESG-rated
companies worldwide (excluding financial compa-
nies). The data was collected annually from Refinitiv
Datastream over an 11-year period from 2011 to 2021
and includes the Refinitiv Eikon ESG score. The
data for this study, if not uniformly comparable,
was standardized to bring variables to comparable
scales. The variables include ESG score, return on
assets (ROA), capital expenditure, debt-equity ratio,
market value, beta, total debt, dividend payments
and cash flow. Principal component analysis (PCA)

was used to reduce the complex correlation between
ESG scores and financial metrics and identify the
significant components that explain the variance in
the data. Subsequently, a k-means cluster analysis
was conducted to divide companies into groups based
on the scores of the principal components. These
companies were categorized into three clusters that
reflect their ESG and financial characteristics. The
data cleaning and analysis was conducted using
STATA. The results of the analysis are presented
below.
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3 RESULTS

The Principal component analysis identified five
principal components that together explain 79.6% of
the variance in the data:

Component 1 (31.6% variance): Heavily influenced
by capital spending, market value and total debt.
This component captures company size and invest-
ment behavior.

Component 2 (18.08% of variance): Primarily
characterized by ROA and cash flow. This compo-
nent represents the profitability and liquidity of the
companies.

Component 3 (11.63% of variance): Strongly
influenced by leverage. This component reflects the
financial structure of the companies.

Component 4 (9.92% of variance): Largely influ-
enced by beta, which represents the market risk of
the companies.

Component 5 (8.37% of variance): This component
has moderate contributions from dividend payments
and other factors.

The PCA shows that ESG scores and financial
measures such as investments and debt play an
important role in the variance between companies.
Companies with high investments and debt (high
values in component 1) tend to have higher ESG
scores as well. The correlations between the principal
component scores and the variables confirm the
interpretation of the PCA. The cluster analysis based
on the first two principal components identified three
main groups of companies:

Cluster 1: companies with low ESG scores, high
debt and negative cash flow. These companies have
high risks and low profitability.

Cluster 2: companies with moderate ESG scores,
stable profitability and low risk. This group is
financially stable and has a balanced profile in terms
of ESG and profitability.

Cluster 3: companies with high ESG scores, high
capital expenditure and positive cash flow. These
companies are strongly committed to ESG initiatives,
but also have high debt and high capital expenditure.

4 CONCLUSIONS

The results of the principal component analysis and
cluster analysis show that ESG factors and financial
variables such as investment, debt and profitability
are strongly linked. Cluster 3, with the highest ESG
scores, is characterized by high capital investment
and high debt, indicating significant investment in
sustainability. These companies have positive cash
flow despite the high debt, suggesting a solid financial
base. This group of companies seems to consider ESG
investing as a long-term growth strategy, although
this increases debt in the short term. By contrast,

cluster 1 shows low ESG scores, high debt and nega-
tive cash flows, indicating financial and sustainability
weaknesses. Overall, the results suggest that ESG
factors play an important role in today’s corporate
valuation. Companies with higher ESG scores tend
to invest in their sustainability goals over the long
term, but this can have varying effects on their
financial structure. This suggests that investors
should not look at ESG in isolation, but always in
the context of overall corporate performance.
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1 INTRODUCTION

There are many publications that describe the advan-
tages and disadvantages of project management using
the PRINCE2 methodology. Currently, none of the
found publications describes the real problems that
occurred when managing a project in a commercial
environment using PRINCE2. The methodology is
not suitable for project management in an agile way,
however, there are many advasntages and principles
that can be applied to projects managed in an

agile way. The goal of this research project will
be a comprehensive analysis and comparison of the
use of project methodologies within three different
projects implemented for one customer during one
year. The result of the research will be the draft
of an adapted project methodology, which will be
created by synthesizing the positive aspects of the
investigated approaches and will reflect the real needs
and specifics of the customer.

2 MATERIAL AND METHODS

The knowledge of project methodologies obtained
from training and certification for project manage-
ment will be used as part of the research. The basis
is also the data of the given customer. The research
will last 10 months. The projects will be managed
by the given methodology and the results will be
recorded. Subsequently, there will be a comparison
of outputs and results of using the methodology on
projects. The output of the evaluation of project
management according to the given methodology

will be the proposal of the project methodology,
which will be applicable and usable for the given
customer’s projects as well as others within the
company according to the nature of the project. 1.
Projects selection. 2. Project management using
Prince2, Prince2 Agile and SCRUM methodology.
3. Evaluation of project management using Prince2,
Prince2 Agile and SCRUM methodology. 4. Draft of
tailored project methodology for customer purposes.
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3 RESULTS

The added value of this research is in the practical
application of theoretical knowledge obtained on the
basis of training and certification, when it is possible
to apply the data to a specific customer in the state
enterprise in the Czech Republic.

The projects we chose were implemented using
Prince2, Prince2 Agile and Scrum methodologies.
As part of the implementation of the projects,
we had to deal with several problems, such as
inconsistencies in the chosen methodology, since the
analytical phase of the project was implemented as
a classic Prince2 project, or waterfall model, but the
actual implementation of the project was carried out
according to the agile methodology, precisely based
on the customer’s requirements. Another problem
was that the customer did not know how to define
the scope of the solution and what he wanted in
general, until he saw the given solution ready. The
Prince2 methodology places a strong emphasis on
documentation within project management. [1] In
the Scrum methodology, it is recommended that the
team is composed of specifically dedicated members

who work on only one project. This recommendation
is based on the fact that team stability has a direct
impact on planning and estimating reliability. [2]
The problem we encountered during the project
managed by the Scrum methodology is that it was
not possible to allocate a specific team of people, but
we had to share resources.

The way we communicate with the customer
has proven very useful for individual projects. In
general, great emphasis was placed on a pro-customer
approach and on the involvement of the customer
in the events of individual projects, so that he was
present at all important decisions. This is supported
by the Prince2 Agile and Scrum methodology itself,
which say that customer involvement is a key factor
for project success. The Scrum methodology em-
phasizes regular feedback through meetings, where
the customer has the opportunity to influence the
direction of the project and ensure that the final
product will be in line with his expectations. [3] In
the case of projects managed in an agile way, respond
effectively to changing requirements and conditions
have proven very useful. [4]

4 CONCLUSIONS

The created hybrid approach will combine risk and
quality management from Prince2 with flexibility and
adaptation to changes from Prince2 Agile. It will
use shorter iterations with sprints and daily standups
from Scrum, along with retrospectives for continuous
improvement. Hybrid roles are introduced - the
project manager monitors the project structure,
while the Scrum Master focuses on agile processes,
and the product owner ensures that the results meet
the customer’s needs. The approach involves creating
an MVP in the analysis phase, allowing the customer
to provide feedback that we incorporate into sub-

sequent iterations. Documentation is minimized to
“Just Enough Documentation” to effectively achieve
project goals. The key to success is the maximum
involvement of the customer through continuous
presentations and workshops, which supports a
better adaptation to their expectations and needs.
The tailored methodology can be used if the projects
are implemented from the framework, or of the
framework contract with the given supplier. As a
follow-up to this research, it would be appropriate
to verify whether this tailored methodology is also
applicable to other types of projects.
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1 INTRODUCTION

On the basis of Act 289/1995, regular monitoring
of the state of forest areas takes place in the Czech
Republic under the name National Forest Inventory
(NFI). This is a statistical survey aimed at providing
accurate and up-to-date data on the state and
development of forests throughout the state. The
main principles of NIL include sampling, in which
data are obtained from inventory plots directly in
the field. On the basis of field data, parameters
of forest stands for larger territorial units (NUTS)
are estimated with the expression of uncertainty
using interval estimation. To increase efficiency, in
addition to field data collection, auxiliary methods
such as aerial photographs are used [1].

Among the main advantages of this approach
are its accuracy and reliability, as direct field
measurements enable detailed analyses. On the
other hand, these advantages are redeemed by

the high financial, time and personnel demands
associated with field data collection. Other problems
include limited data update frequency and expensive
hardware. In this context, there is a growing interest
in technologies that could complement or partially
replace traditional approaches and offer faster and
more cost-effective solutions [2].

One of the technologies for monitoring forest
ecosystems is satellite Earth sensing data. These
images are currently taken in relatively high quality
and at regular time intervals [3]. The use of remote
sensing data is currently increasingly represented
in scientific works dealing with landscape change
analysis, agriculture or forestry [4]. The goal is to
compare the estimates of the Random Forest model
on the state of afforestation in individual regions of
the Czech Republic with official NIL data.

2 MATERIAL AND METHODS

All data collection, calculations and data manipu-
lations were performed in the Google Earth Engine
platform [5]. Supervised machine learning models
(Random Forest, Support Vector Machines, CART,
Naive Bayes) were used to estimate the state of
afforestation. The first step was to obtain suitable

training data for model estimation. This data had
to be manually collected and labeled. A total of
2,800 pixels were collected, which were divided into
4 classes of 700 pixels. Specifically, these were the
Crop, Forest, Construction and Water classes. A
total of 6 multispectral bands (B2 – blue, B3 –
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green, B4 – red, B8 – near-infrared, B11 – short-wave
infrared 1, B12 – short-wave infrared 2) were used
for classification. Normalized Difference Vegetation
Index (NDVI), which is calculated from bands B8
and B4 was also added. The final classification was
performed on the median Sentinel 2 image.

The aforementioned models were trained on the
collected training dataset and they were subjected to
accuracy tests (F-score, Kappa, Consumer Accuracy,

Producer Accuracy and Overall Accuracy). Based
on these metrics, the prediction quality of individual
models was compared, and the model with the high-
est prediction quality was used to classify satellite
images of the entire Czech Republic. The results
obtained in this way were compared with official
NIL estimates of the total area of   afforestation in
hectares and the relative representation of forests
within individual regions of the Czech Republic.

3 RESULTS

Based on the above-mentioned metrics, the Random
Forest model (RF) was chosen, which achieved
the best overall accuracy and consistency within
individual classes. This model was then used to
estimate the area of forests and their relative share
within individual regions. The RF model estimates

provided relatively accurate predictions compared to
the official NIL estimates. Model estimates of forest
area agree in several cases with official NIL estimates.
In other cases, the estimates were very close to the
officially stated intervals. The same was true in the
case of the relative representation of forest areas in
the given regions.

4 CONCLUSIONS

In this paper, the possibilities of using machine
learning methods applied to Sentinel-2 satellite data
for streamlining some processes of the National
Forest Inventory (NFI) were investigated. The
obtained results indicate that the use of satellite
images can provide relevant estimates for solving
some tasks, such as the estimation of forest area or
its relative representation in a given region. This
approach can offer a time and financially efficient
method not only for NFI but also for other areas of

forest management. Given the significant resources
required for traditional NFI methods, which lead to
low frequency of heavy surveys, this study encourages
further investigation into the use of satellite data
and other technologies to improve forest monitoring
and reduce data collection costs. More advanced
classification tasks, such as the classification of
forest species composition, are the subject of further
research.
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1 INTRODUCTION

Transport is considered a key factor in economic
growth. Developing transport infrastructure reduces
transport costs, improves market accessibility, and
supports regional economies. The development of
transport networks, especially in regions connected
to major corridors such as the TEN-T, increases
productivity, promotes trade relations, attracts in-
vestment and promotes competitiveness and the
reduction of regional disparities. The study focuses

on the impact of the construction of the D11
motorway between Prague and Hradec Kralove,
which opened in 2007. The results show that
infrastructure investment can stimulate economic
activity and increase the attractiveness of regions,
but the strength and direction of the effect of the
construction itself depends on the economic strength
of the region and its geographical location.

2 MATERIAL AND METHODS

The Difference in differences methodological frame-
work is used in conjunction with the synthetic
control unit method to assess the causal impact of
the newly constructed motorway section on selected
socio-economic variables. The DID method assesses
the impact effects of the construction of a highway
section by comparing real data with control groups
and analyzing the differences after the intervention.
The DID method is used to estimate the impact of
infrastructure changes using panel regressions with
time fixed effects and allows for the assessment of
the causal effects of a newly constructed highway
section on selected socioeconomic variables. The

synthetic control method provides a solution in the
form of constructing a synthetic control unit, which is
a weighted average of all available untreated controls,
in order to achieve an optimal match with the unit
under study in the pre-intervention period. This
study uses data with annual frequency from 2002
to 2021 obtained from the Czech Statistical Office
database at the level of municipalities with extended
jurisdiction (hereafter ORP). For the purpose of the
study, the dataset is divided into 5 pre-intervention
periods and 14 post-intervention periods. The
subject of the study is a total of 6 ORP out of a
total of 205 in the Czech Republic.
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3 RESULTS

The results indicate an increase in unemployment
immediately after the completion of the motorway
section, along with the potential presence of the
“straw effect.” The higher rate of firm formation was
not proven to be significant. The interaction between
motorway construction and time had no notable
impact on the number of completed housing units,
with the effect of the construction only becoming
apparent directly after the motorway section was
completed. There was lower population growth
following the motorway’s construction, but this trend

gradually reversed, suggesting that the investment’s
impact became more evident over time.

The regions affected by the new motorway section
gained improved transport links to Prague and
other economically significant cities, reducing traffic
barriers and enhancing overall accessibility for nearby
regions. The observed ’straw effect,’ which refers
to a preference for more developed areas with larger
market sizes at the expense of less developed regions
could explain why the effects differed from initial
expectations.

4 CONCLUSIONS

Since the effects of highway construction often
manifest themselves over longer time horizons, our
research also examined how these effects unfold
over longer periods. The findings suggest that the
construction of the road section has the potential to
positively affect socio-economic development in the
study area of Hradec Králové and the surrounding
municipalities with extended jurisdiction. Our
research shows that the positive effect of the con-
struction may not occur automatically. The results
suggest that motorway construction may stimulate
economic activity and increase the attractiveness of

regions, but the strength of this effect, or rather
its direction, may vary depending on the size,
location and especially the economic strength of
specific regions and the proximity of other attractive
centres. The economic development of a region and
its geographical location are key to assessing the
impact of road infrastructure development. These
factors have the potential to influence the impacts of
construction and the expected outcomes and benefits.
It is therefore important to take into account the
specificities of each region when designing and
implementing such projects.
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1 INTRODUCTION

Responsible consumption is one of the Sustainable
Development Goals defined by the United Nations
(2024). Consumer behaviour plays a crucial role in
this area and change towards sustainable responsible
consumption should be initiated at the consumer
level. Understanding the factors that influence
consumers’ purchasing decisions helps to understand
the consumer’s situation. Through the identified
factors, consumers can be guided to change toward
sustainable behaviour.

Waldman et al. (2023) distinguish four segments of
consumers with regard to sustainable behaviour: the
first segment behaves sustainably if it is economically
advantageous or if they believe in health benefits,
the second segment sees the benefits of sustainability
in the freshness of products, the third segment is
characterised by a high level of environmental aware-
ness and the fourth segment behaves unsustainably.

However, many studies still report that price is a
decisive factor in purchasing decisions even in the
context of sustainability (Hough & Contarini, 2023;
Kaczorowska et al., 2019; Ran et al., 2022). Zámková
et al. (2022) state that customer preferences change
over time, with product quality coming to the fore,
but also other aspects such as health benefits or
origin.

The objective of this paper is to identify the
factors that influence consumer decision-making
when purchasing sustainable food and daily neces-
sities, and subsequently to define the determinants
of sustainable purchasing decisions based on the
correlation between the identified factors. The
identified determinants will be used as input variables
in modelling real consumer behaviour in further
research.

2 MATERIAL AND METHODS

An online questionnaire survey was conducted in
2023 to gain insights into consumer perceptions of
sustainable shopping. A total of 700 respondents

were selected through the use of quota sampling. The
quotas applied are gender, age group, economic activ-
ity and highest level of education of the respondent.
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Respondents rated the importance of each factor
in their purchase decision-making process on a
scale of 1-7, with a value of 7 representing the
highest importance of that factor, i.e. the factor
that consumers consider most in their purchasing
decisions.

Primary data from the questionnaire survey were
processed using descriptive statistics and factor
analysis in the form of the Principal component
analysis in IBM SPSS Statistics software. Factor
analysis identified groups of factors based on the
relations between variables.

3 RESULTS

Factor analysis constructed four components from
the observed variables that influence consumers’
purchasing decisions for food and everyday products,
explaining a total of 60.547% of the variability in all
factors.

The first component is called Product features,
as it contains variables such as Product quality,
Origin, Nutritional composition or Health benefits.
The second group of Environmental responsibility
factors includes variables related to product pack-

aging, sustainable production and brand. The
third component, Comfort and accessibility, includes
the accessibility and distance of the retail store,
the friendliness of the service and also the loyalty
of the customer to the retail store chain. The
last component is Pricing covering only Price and
Discount Promotions. However, when these two
variables are considered together, they account for
12% of the total variability of the examined situation.

4 CONCLUSIONS

In summary, consumers’ purchasing decisions for
food and everyday products are influenced not only
by product characteristics and price aspects, but also
by environmental responsibility factors related to the

products and the accessibility of the chosen retailer.
The following research will investigate the direction
of influence of the assembled component factors using
structural modelling methods.
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1 INTRODUCTION

Water plays a key role in life, and is essential
for human life and the biochemical processes that
enable the origin and development of organisms
[1]. Household water consumption is an often
overlooked problem because it is relatively readily
available (for now). Still, the amount of water that
households consume daily is difficult to estimate.
Household water consumption is a rather abstract
issue for many members of the general public.
Thus, in terms of sustainability, issues that are
linked to the food or fashion industry (often slow
and fast fashion) tend to resonate more strongly
in society. However, water is an integral part of
our lives and its seemingly unlimited availability in
households can lead to unsustainable consumption.
However, potential barriers to reducing household
water consumption may be not only a lack of
awareness but also a lack of trust in institutions at
the government or European Union level and the
difficulty of measuring the environmental impacts of
reducing water consumption, which discourages the
general public from changing their attitudes on this
issue [2].

By applying the Theory of Planned Behaviour
(TPB), we can explore what determinants may influ-

ence consumer intentions and behavior. The TPB is
a conceptual framework that attempts to explain and
predict human behavior in different contexts. The
TPB is based on three main components: attitudes
toward behavior (AT), subjective norms (SN), and
perceived behavioral control (PBC). Together, these
factors influence an individual’s intentions, which
are considered strong predictors of real behavior
[3]. TPB has been widely used in various areas
of consumer behavior studies, however, there are
no studies related to household water consumption,
only, for example, bottled water consumption [4].

The research aims to investigate household con-
sumption behavior in relation to water. The main
objective is to identify the factors that influence
the sustainability of household water consumption.
Furthermore, through the application of TPB explore
the influence of attitudes, subjective norms, and
perceived control toward intention and real behavior
in relation to sustainable water consumption. Based
on the results of the work, recommendations for
interventions and educational activities that will
reduce unsustainable household water consumption
will emerge. The paper presents partial results of
this research and outlines its future progress.
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2 MATERIAL AND METHODS

The research based on primary data collection uses
two questionnaire surveys. The first questionnaire
survey aims to investigate household water consump-
tion behavior in more detail. Data collection is still
being conducted using the CAWI method. Currently,
the number of respondents is equal to n=56, but
the survey aims to collect 400 respondents to obtain
a representative sample based on selected quotas
(gender, education, generation, ...). Respondents
rate their level of agreement on a 7-point Likert
scale on statements related to household water
consumption and their environmental preferences.
In addition, respondents answer questions regarding
water consumption in relation to household manage-
ment (well, rainwater, sink), appliances (dishwasher,

washing machine), personal hygiene, and filtered
water.

The second questionnaire survey aims to explore
the influence of determinants according to the TPB
theory on intention and real behavior in terms of
sustainable household water consumption. Data will
be collected again according to the CAWI method
by an agency (11/12 2024). The expected number of
respondents is n=700. The questions in the question-
naire will be structured in such a way that the data
collected can be used to develop a TPB model to test
the influence of AT, SN, and PBC on intention and
actual consumption behavior concerning sustainable
household water consumption. The model will be
constructed using the PLS-SEM structural modeling
in SmartPLS v4 software.

3 RESULTS

Preliminary results show that economic reasons are
the biggest motivation to reduce unsustainable water
consumption, with social reasons coming in last. The
results also show that 75% of respondents make no

effort to reduce their household consumption, 82%
leave the water on when washing their hands, and
67% leave the water on when brushing their teeth.

4 CONCLUSIONS

Preliminary results suggest that most consumers
make no effort to reduce their household water con-
sumption and do not have habits that would reduce

unsustainable water consumption. Thus, there is
scope for designing interventions and educational
activities.
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1 INTRODUCTION

Integrating artificial intelligence in organisations and
their processes presents both opportunities and chal-
lenges. Generative artificial intelligence (hereafter,
GenAI), as many people refer to it, could, in a couple
of years, become a headline-making technology, and
this is precisely because it can generate content on its
own without human effort (Feuerriegel et al., 2024).
GenAI reduces the time on repetitive small tasks
that would otherwise be time-consuming and allow
the employees to concentrate on more strategic ones
(Shamim et al., 2023). One of the necessary parts
concerning the improvement of the competitiveness
of firms, recognising and utilising the possibilities
provided by information technologies, is that the
workers need to shift their mindset to be able to
effectively leverage them. The Digital Mindset is
the basic and positive productivity attitude toward
both existing and potential digital opportunities.
This consists of being open to digital technologies
and challenging existing methods and processes

(Kollmann et al., 2022). The social experience
that we are living through at the moment, and the
turbulence caused by it, heavily influences the level of
a digital mindset of employees, but most importantly
the level of their workforce digital skills.

Trust in technology means that the employer
knows that the employees in the company are likely
to face risks as AI has the potential to enhance
the output (Guitton et al., 2023). However, the
role of advanced digital technologies including that
of ChatGPT is urging the employees’ training to
achieve success in this environment. Furthermore,
when we focus our research on the part of SMEs,
here the goal of a digital transformation can be even
more difficult to grasp and develop, as there is a
lack of digital leaders and limited human resources.
The research aims to find a practical intervention for
their existing employees, to build not only a digital
mindset but also trust in AI.

2 MATERIAL AND METHODS

The review focused mainly on extracting findings
from the WOS and Scopus databases with insights
and targeted methods that can enhance digital
mindset, trust, and AI adoption within organiza-

tions. As the primary research method, this paper
conducted a literature systematic review in the
Web of Science (WOS) database with the keywords
“Artificial Intelligence” & “Trust” & “Employees” &
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“Digital Mindset”. The filtered records were marked
as conference papers or articles written in the English
language. A systematic review was also conducted
in the Scopus database, where the keywords were
set to “Artificial Intelligence” & “Digital Mindset”

& “Organisation” & “Competence”, limited to con-
ference papers or articles, within the period 2022 to
2024. The literature analysis provided a solid base
for proposing targeted interventions.

3 RESULTS

The literature search in WOS and Scopus shows
67 articles in total. This paper aims to identify
the most relevant studies within the limited time
frame, as the rise of artificial intelligence and GenAI
adoption is relevant for this research mainly from
November 2022. This month, the first free research
preview of ChatGPT was published. The literature
review is classified into three groups, technology,
organisations, and people, known as a TOP Frame-
work. The framework suggests that the process
of digital transformation also requires the adoption
of AI technologies together with the critical skills
needed to use AI efficiently, such as digital literacy,
responsibility, and lifelong learning (Tursunbayeva
et al., 2024). Employees’ confidence and readiness

for AI-related work become higher when practical
training for AI applications in companies is held.
The paper highlights mainly practical methods, such
as Customized Training Programs, Peer Learning
and Mentorship, Agile Teams for Digital Projects,
or giving employees a voice (organizational listening)
which increases their engagement and acceptance of
AI. It is important to include employees through
tools that promote ethical behavior, decision-making,
and resilience (Shamim et al., 2023).

In summary, it is critical for organizations to first
tackle the ethical concerns and external influences
to realize the potential of GenAI in enhancing
performance and developing key capabilities.

4 CONCLUSIONS

According to recent research development, a digital
mindset and effective trust-building measures are
beneficial in enabling a proper understanding of AI.
There is literature that states that targeted training
activities or peer learning programs and teams
can significantly enhance digital readiness and AI-
activity performance. Also, employee participation
in AI projects, through organizational listening,

increases acceptance and engagement. However,
success in AI adoption actually extends beyond
technology adoption to social issues, including ethics,
responsibility, and continuous learning. Future
efforts should pay attention to these issues as well as
ethical issues undermining the effective deployment
of AI in enhancing the organisation’s performance.
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1 INTRODUCTION

This study explores sentiment trends and their
country specifics using the Google Trends data that
could be employed to predict private consumption in
14 EU countries (EU14), covering the period from
2004 to 2024. We obtained 51 consumption-related
keywords by modifying the keyword categorization
mentioned by Woo and Owen (2019). We created
a new country-specific sentiment index by utilizing
principal component analysis (PCA) and factor

analysis (FA). We reveal common sentiment trends
and unique country patterns in our sample. Cluster
analysis reveals three convergent clubs indicating
similarities in consumer sentiment across countries.
This study contributes to the relevant literature by
providing a multi-country panel data approach that
fills the gap in comparative research on consumer
sentiment using large data sets.

2 MATERIAL AND METHODS

Our study examines monthly Google Trends data
related to private consumption for the EU14 from
2004 to 2024. Based on the keyword categorization
proposed by Woo and Owen (2019), after censoring,
we collected 51 private consumption-related key-
words and created a panel dataset for each country.
Countries covered include Austria, Belgium, Den-
mark, Finland, France, Germany, Greece, Ireland,
Italy, Luxembourg, the Netherlands, Portugal, Spain
and Sweden.

First of all, we normalized the raw Google Trends
data for each country and performed principal
component analysis (PCA) and factor analysis (FA)

to reduce dimensionality. PCA allowed us to extract
the key factors that accounted for at least 75% of
the variance in the data for each country, ensuring
that the most important trends were included in
the analysis. These factors were used to construct
a Google Trends Index (GTI) for each country to
reflect private consumer sentiment.

In order to identify patterns of convergence across
the 14 countries, we conducted a cluster analysis of
the resulting GTI indices. We follow the k-means
cluster methodology of Makles (2012) to test whether
there is evidence of a club convergence in terms of
consumption trends across countries.
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3 RESULTS

In our empirical analyses, we utilize Principal
Component Analysis (PCA), where we reduce the
dimensionality of the data and identify patterns of
similarity across countries. Factor analyses (FA) fur-
ther support these findings, highlighting that while
some countries show close consistency in consumer
sentiment trends, others exhibit unique, country-
specific dynamics. We find that the EU14 countries
form three convergent clubs in terms of the Google
Trends Index (GTI) related to private consumption.
Most of these countries are concentrated in the
first club (Austria, Belgium, Denmark, Finland,

Greece, Ireland, Netherlands, Portugal, and Spain).
While a small number of countries are dispersed in
the second (Germany, Luxembourg, and Sweden)
and third (France and Italy) clubs. This suggests
that countries in each group have similar long-
term trends in consumer sentiment over the 20-
year period from 2004 to 2024. These results
highlight regional differences in consumer sentiment
and provide insights into the different economic
behaviors of European countries in terms of private
consumption.

4 CONCLUSIONS

We utilize the latest Google Trends data to construct
sentiment indicators related to private consumption
for each of the EU14 countries. Employing panel data
for cross-country analysis of consumer sentiment,
fills a research gap, a methodology that is rare
in existing research, with most researchers focusing
on individual countries. Our results demonstrate
the value of cross-country comparisons of sentiment

indicators across multiple countries over a 20-year
period. Future research will expand the number of
countries included and explore the potential of the
indices created to explain trends and predict macroe-
conomic variables, such as private consumption. This
will provide further insights into consumer behavior
and economic forecasting in a broader international
context.
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1 INTRODUCTION

The concept of business success in the small busi-
ness context has received increasing recognition
in research, yet it still remains a complex mat-
ter (Lampadarios,2016; Simpson et al.,2012). To
date there appears to be no universal agreement
among scholars on how to define business success
(Sadeghi,2018; Tehseen et al.,2021). However, prior
research has indicated that success is a multidi-
mensional construct that can be defined mostly in
terms of financial and non-financial metrics in small
businesses (Alfoqahaa,2018; Shakeel et al,2020).

Although numerous studies have delved into
understanding entrepreneurs’ perceptions of small
business success, a significant proportion of these

investigations have centred on small businesses in
general. Moreover, many of these studies have been
conducted in other contexts other than the Sub-
Saharan Africa (SSA). Past studies have pointed out
that the perception of small business entrepreneurs
toward the essential dimensions of business success
can vary depending on the context (Rodríguez-
Gutiérrez, et al.,2015), thus the need for more specific
context studies (Tehseen et al.,2021). In light of
this, this study endeavours to explore the perceived
business success dimensions from the specific context
of Small farm Businesses (SFREs), focusing on
the relatively underexplored region of SSA, with a
particular emphasis on Zambia.

2 MATERIAL AND METHODS

This qualitative study employs a multiple case
study design to explore the perceived dimensions
of business success among small farming businesses
in Zambia. Using case studies enables a thorough
exploration of phenomena within their natural set-
tings, offering detailed empirical descriptions (Saun-
ders et al.,2019; Zhang et al.,2013). The study
was conducted in the rural areas of Chongwe and

Chibombo districts where agriculture is the main
economic activity. The study used Atlas.ti to manage
and organize the data. Thematic analysis was
utilized to identify patterns, themes, and insights
within the qualitative data collected (Saunders et
al.,2019). Through a systematic process of coding
and categorization, key themes related to perceived
dimensions of business success emerged.
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3 RESULTS AND DISCUSSION

Consistent with literature, our findings reveal that
perceptions of business success from the small farm
entrepreneurs are multi-dimensional, encompassing
both financial and non-financial elements (Tehseen
et al.,2021; Simpson et al.,2012). In this study, the
farm entrepreneurs elucidated their perceived success
through common financial metrics such as increased
income and higher yield. The farm entrepreneurs
perceived tangible assets as a measure of their busi-
ness success, reflecting a conventional understanding
of success within the financial domain. These
findings align with past studies that underscore the
importance of economic or financial indicators as
dimensions of business success in small businesses
(Simpson et al.2012).

Our results also indicated that the non-financial
and qualitative metrics gained prominence in assess-
ing business success in this study context. These
dimensions include food security, quality of life,
community impact, and sense of recognition via
involvement in local and international events. Sim-
ilar to prior studies, our results indicate that the

rural farm entrepreneur’s definitions of success were
biased towards the more intrinsic factors (Ritchie et
al.,2013). For instance, farm entrepreneurs regarded
being selected to participate in local and interna-
tional events as a form of recognition, providing them
with a sense of achievement (Tehseen et al. (2021;
Mabhungu and Van Der Poll 2017). Our findings
therefore confirm previous studies that have stated
that due to the strong connection between small
businesses and the entrepreneurs, personal success
may equate to business success (Walker and Brown,
2004; Gomezelj and Kusce, 2013).

The business owners underscored their success
through community impact, exemplified by their
commitment to giving back to society through the
sharing of knowledge about farming practices (Wach
et al.,2020). It can be deduced from our findings that
the dimensions of business success, as perceived by
the participants, leaned more towards non-financial
metrics. This finding is similar to Tehseen et al.
(2021) who revealed that entrepreneurs of retail small
businesses in Bangladeshi perceived non-financial
metrics to be the most important dimensions busi-
ness success.

4 CONCLUSION

In conclusion, our findings support the relevance
of both financial and nonfinancial indicators as
measures of business success in the context of SFREs.
However, the findings indicated that the farm en-
trepreneurs’ perceived business success dimensions
were notably more inclined towards non-financial

metrics. Therefore, we agree with prior studies
that have highlighted that entrepreneurs of small
business’s evaluation of business success tilt more
towards non-financial metrics. Our study aligns with
prior research that challenges the conventional view
of linking business success solely with financial per-
formance, particularly in the small business context.

5 REFERENCES

Alfoqahaa, S. (2018), Critical success factors of small
and medium-sized enterprises in Palestine

Lampadarios, E. (2016). Critical challenges for SMEs
in the UK chemical distribution industry. Journal of
Business Chemistry, 13(1), 17-32.

Rodríguez-Gutiérrez, M. J., Moreno, P., &
Tejada, P. (2015). Entrepreneurial orientation
and performance of SMEs in the services industry.
Journal of Organizational Change Management,
28(2), 194-212.

Saunders, M., Lewis, P. and Thornhill, A. (2019).
Research methods for business students (8th Ed),
Harlow, England: Pearson.

Sadeghi, A. (2018). Success factors of high-tech SMEs
in Iran: A fuzzy MCDM approach. The Journal
of High Technology Management Research, 29(1),
71-87.

Shakeel, M., Yaokuang, L., & Gohar, A. (2020).
Identifying the entrepreneurial success factors
and the performance of women-owned businesses
in Pakistan: The moderating role of national
culture. Sage Open, 10(2), 2158244020919520.
https://doi.org/10.1177/2158244020919520

Simpson, M., Padmore, J., & Newman, N. (2012).
Towards a new model of success and performance
in SMEs. International journal of entrepreneurial
Behavior & Research



REAL-TIME DATA VISUALISATION IN VIRTUAL
REALITY USING SENSORTHINGS API STANDARD
Patrik Michl1, Michal Mitter1, Michael Varga1, David Procházka1,
Ivo Pisařovic1, Jaromír Landa1

1Mendel University in Brno, Czech Republic

KEY WORDS
virtual reality, VR, metaverse, SensorThings API, spatial data, Open Geospatial Consortium, 3D Tiles,
Universal Scene Description

JEL CODES
C88, L86

1 INTRODUCTION

Virtual reality (VR) is known for its ability to
facilitate interaction with spatial data, such as
natural phenomena or large urban environments.
Several geographic information systems offer VR
modes, including popular tools such as Google Earth
VR and Esri ArcGIS 360. These allow for easy
navigation of embedded or user-provided data. How-
ever, many use cases require the development of a
specialized application. Sharing large datasets, such

as urban areas, requires specialized (geo)graphical
formats that support features like tiling, level-of-
detail (simplifying distant objects), and more. To
keep the visualization up-to-date, we also need to
incorporate real-time data streams such as tempera-
ture, humidity, air pollution, or traffic. Our goal was
to design a flexible architecture that would connect
any real-time data source to the corresponding 3D
geospatial data.

2 MATERIAL AND METHODS

The Open Geospatial Consortium (OGC) oversees
key standards for streaming large 3D geospatial
datasets. One such standard is 3D Tiles, originally
developed by Cesium, for managing large amounts
of heterogeneous 3D content such as terrain and
buildings. [1] It organizes data into a hierarchical
structure of tilesets and tiles, with JSON files
defining tilesets and glTF used to represent tile
content, supporting level-of-detail (LOD) manage-
ment. Another OGC standard, Esri’s Indexed 3D
Scene Layers (I3S), is tailored for high-performance
streaming. Like 3D Tiles, I3S uses a hierarchical
node-based structure to manage LOD, but is more
tightly coupled to the Esri ecosystem. [2] Similarly,
CityGML and CityJSON, both OGC standards,

focus on the representation and exchange of city
models. Compared to 3D Tiles and I3S, they lack the
focus on advanced visualization. [3] The Universal
Scene Description (USD), developed by Pixar and
now maintained by Khronos Group, supports the
representation of large scenes, primarily for graphics
and Industry 4.0 applications such as digital twins.
[4] Although not originally designed for geospatial
data, USD has been adapted to include a geospatial
coordinate system (WGS-84). We also need a
standard for real-time data delivery. Otherwise, the
visualization application would have to be reimple-
mented for each new data source. Although there
are many possible standards, the most promising is
the OGC SensorThings API, which is designed for
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easy integration with web services. [5] The above
mentioned standards are used in most of the recent
papers focused on digital twins, smart cities and
similar projects. However, the particular choice of
standards and the whole development stack is often
not explained in detail.

Therefore, we focused on identifying the most ap-
propriate combination of standards for tasks such as
developing digital twins of cities or buildings. Based
on the review, we focused on two key visualization
standards: Universal Scene Description (USD) and
3D Tiles. Both offer advanced features such as level
of detail (LOD), multi-file data distribution, and sup-
port for geospatial coordinates. We excluded I3S due
to its limited adoption outside the ArcGIS ecosystem
and CityGML due to its lack of optimization for
real-time rendering. For real-time sensor data, after
review, the SensorThings API maintained by the

OGC was selected as the most appropriate standard
for this purpose.

An important research question was to compare
the capabilities of software platforms implementing
these standards. For most projects it is not
economically feasible to develop an own rendering
engine for 3D Tiles or USD. That is why we chose
two key platforms for these standards: Unreal Engine
with Cesium for Unreal for 3D Tiles and NVIDIA
Omniverse for USD. In both cases the workflow was
as follows: Spatial and sensory data were linked via
a configuration file. Specific elements of the spatial
data, such as a building, are identified by a unique
ID. A visualization modifier, such as a different
shader, is then applied to the element identified
by that ID. The modifier uses sensor data to, for
example, change the color of a building to reflect its
temperature.

3 RESULTS AND CONCLUSIONS

Implementing tasks such as downloading files, pars-
ing JSON, and integrating real-time sensor data is
straightforward in both platforms, with the main
difference being developer preference between Unreal
Engine Blueprints and Omniverse Omnigraph. The
main differences are in how visualization is handled.
Cesium for Unreal excels at quickly visualizing
3D spatial data. Google’s high-quality 3D Tiles
photogrammetry of the cities allows users to visualize
large cities without neccesity to deal with own data,
but treats the entire scene as a single surface,
meaning that individual objects such as buildings
or lamps cannot be separated, often requiring users
to create their own layered 3D content. But even

these spatial layers are limited in their accessibility.
A developer cannot address individual objects. To
manage this, buildings must be stored in separate
tilesets, which becomes impractical for large scenes
with hundreds or thousands of elements. Omniverse,
on the other hand, aims to be a comprehensive
modeling and simulation platform that integrates
multiple data sources. It provides full scene access,
allowing users to save an entire scene in one file or
split it into multiple files for larger projects, with
support for 3D and VR visualizations. However, we
are not able to produce different applications for web,
mobile and desktop as in the case of Unreal Engine.
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1 INTRODUCTION

This study examines the relationship between the
level of transnationality and company sales during
the COVID-19 crisis, focusing on 50 of the most
transnationalized firms globally. These firms, se-
lected based on the Transnationality Index (TNI)
by UNCTAD, represent a diverse range of industries
and regions, providing a comprehensive overview of
the impact of transnationality on corporate financial
performance during the pandemic. The study
demonstrates the validity of using this index in
assessing these types of relationships and outlines
possible directions for future measurements with
extensions of this approach.

The relevance of this study is supported by the
results of numerous studies conducted in recent

years. For example, a study by Buckley and
colleagues (2020) demonstrates that firms with high
levels of internationalization exhibit more resilient
performance in global economic crises due to their
ability to diversify risk and adapt to changes in
global markets [1]. However, Borino et al. (2024)
emphasize that high levels of internationalization
may also lead to increased risks in global crises such
as the COVID-19 pandemic [2]. For example, firms
targeting international markets may face serious
challenges related to lockdowns, border closures, and
reduced consumer demand in foreign markets. This
emphasizes the importance of investigating strategies
to mitigate these risks and support firm resilience in
a crisis.

2 MATERIAL AND METHODS

For this analysis, an experimental approach was used
to identify the impact of the crisis factors of the
2020-2021 pandemic on firms’ revenues depending
on their level of internationalization, based on the
Transnationality Index (TNI) by UNCTAD [3]. From
the list of the 100 largest non-financial companies by
foreign assets compiled by UNCTAD for the purpose
of calculating this index, the 50 largest companies
were selected. Company data for the pre-pandemic

period for 2019, the pandemic period 2020-2021, the
post-pandemic period and the start of the military
conflict in Ukraine 2022, and data for 2023 were
selected for the calculation. The sample includes
firms from different countries and sectors, which may
also vary slightly depending on the updated ranking
for the year under test, while always considering the
top 50 largest firms by foreign assets.
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As a measure of financial performance, total
company sales data for the 2019-2023 period under
study are used. The use of revenue in the calculation
excludes differences in the valuation of companies’ as-
sets, their distribution within different jurisdictions,
and the distribution of profits within the structure
of several companies, such as management holdings,
members of a group of companies in the supply chain,
etc.

The Transnationality Index (TNI) by UNCTAD
for each of the companies in the sample is used to cal-

culate the relationship between financial performance
and the level of internationalization. The calculation
is performed using regression analysis of company
sales and TNI index using the Pearson correlation
coefficient. The analysis is an experimental test
to verify only this relationship without considering
other potential factors such as the home economies
of the companies under study, company size, sectors,
etc.

3 RESULTS

Based on the performed calculations, it can be
determined that for the study period from 2019
to 2023, there is mostly an insignificant or weak
relationship between the measured indicators, which
cannot be considered significant and based on it,
conclusions about the effectiveness or ineffectiveness
of the high transnationality strategy can be drawn.

The results for the pandemic crisis onset period in
2020 show a negative relationship between revenue

and TNI, which is also not high. The same relation-
ship is observed in 2022, which is also statistically
significant but with a moderate impact on revenue
performance. The following year 2023 shows similar
results as 2022, which can be considered in this study
as a year of geopolitical shock in Europe. In this
case, more data needs to be added to the research
model to explore the results and relationships in more
detail.

4 CONCLUSIONS

This study aimed to identify the relationships be-
tween the revenue of the top 50 largest companies
in the world by foreign assets and their TNI index
score for the period 2019-2023. Based on the data
obtained, it can be stated that statistically significant
results were obtained only for the period 2020,
as well as 2022 and 2023. During the 2020-2021
pandemic crisis, the results showed a statistically
significant relationship only for the first year, and
such relationship was negative as in 2020 and 2023.

If we consider the pandemic crisis as 2 full years,
it cannot be adequately determined from the results
whether the TNI was positive or negative in the
context of company revenues. If we consider the
period of 2022 as a period of geopolitical shock
that continued into 2023 and affected international
businesses in Europe, the US and Asia, the results
showed that high TNI scores had a rather negative
impact, however small.
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1 INTRODUCTION

This study aims to perform a bibliometric analysis of
brand equity in fast-food businesses. Brand equity
is a fundamental concept in business and marketing
today. Its significance is nowhere more apparent
than in the fast-food business (Oyewole, 1999) due
to competition, ever-changing consumer preferences,
and abundant choices. As such, marketers are
preoccupied with finding strategies to sustain or

potentially boost their market share. (Suhartanto
et al., 2019) and (Oyewole, 1999) believe that the
key to surviving and thriving in this competitive
environment lies in cultivating a base of loyal clients,
a crucial aspect of brand equity. It must be noted
that fast food brands have emerged as iconic symbols
of not only convenience but also distinctiveness and
trust among world economies (Farzin et al., 2023).

2 MATERIAL AND METHODS

To comprehensively cover the data, we gathered raw
data from the Scopus and WoS databases. The
Thomson Reuters Web of Science database was the
only one that allowed bibliometric studies for more
than 40 years; however, in 2004, the company Else-
vier Science introduced Scopus, enabling researchers
to conduct specific analyses by area and period in
both databases (Sánchez et al., 2017). Based on
the recommendation of (Alsharif et al., 2023), the
article has followed the instructions of the preferred
reporting items for systematic reviews and meta-
analyses (PRISMA) protocol. The search strings
used in the two databases were captured to fit the

study field and the topic, ‘brand equity’ AND ‘fast
food businesses’ and ‘brand equity’ AND ‘food.’ The
time frame spanned from 2013 to 2023, of which
we target a recent decade. In bibliometric analyses,
it is expected to set a substantial period of five
years (Alsharif et al., 2023), a decade, or even
several decades (Dong et al., 2023). The year 2023
was included, despite not yet ending, to capture
the few publications completed at the time of the
search, September 2023. This was so because we
had prior information on fewer studies conducted
in fast food companies. Henceforth, we captured
all those for 2023 from January to August 2023.
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The search yielded 368 results (159 from Scopus
and 209 from WoS) (see Figure 1). The number
of results, as expected, was not as high because
there are few brand equity studies conducted in fast
food businesses. The screening of the documents
was done in such a way that all abstracts were read
and adopted from the ideal documents. Figure 1

vividly shows that 68 documents were duplicates and
thus excluded from the database. A total of 185
documents were further excluded from the list of
300 documents due to being irrelevant as they did
not relate to the core topic at hand. Lastly, 82 full
articles were downloaded and used for bibliometric
analysis.

3 RESULTS

The review of the documents in Scopus and WoS
revealed that only 19 articles published in the Scopus
database were eligible for bibliometric analysis.
Sixty-three eligible articles from the WoS database
were also included for bibliometric analysis. In this
regard, a total of 82 articles were bibliometrically
analyzed. Eighty-two articles were the only types
of documents reviewed.

The evolution of the articles published annually
is captured in Table 1 below. The table clearly
shows an increase in publications from 2013 to 2023.
From this trajectory, the publications are expected to
continue to increase even in the following years. This
indicates that brand equity and food topics are very

significant, and researchers will continue to research
such topics. It is also evident from the table that 2023
had the highest number of publications despite being
a partial year. It is worth noting from the table that
2021 had the most significant increase in the number
of publications, with a percentage increase of 16%
(from 6 to 15 publications, all from the WoS). Table
1 further shows that in 2013, 2018, and 2021, there
were no publications in the Scopus database. All
publications were made in the WoS with 3, 8, and 24
percentages in 2013, 2018, and 2021, respectively. As
per the observed pattern, the research of interest has
been skewed towards the WoS from 2013 to 2023.

4 CONCLUSIONS

The analysis highlighted the popularity of specific
journals publishing research on brand equity in fast-
food businesses. The information can guide re-
searchers in selecting the appropriate outlets for their
work and provide a comprehensive understanding
of the research landscape. The findings of the
bibliometric analysis contribute to our understanding

of brand equity in fast-food businesses and serve
as a foundation for future research. It is, how-
ever, progressive if the African continent and more
countries from Europe also join other continents in
contributing to studies within brand equity and fast-
food businesses.
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1 INTRODUCTION

Warranty in the automotive industry assures the
end consumer, that “(…) the purchased vehicle is
free from defects in materials and workmanship
that could cause the vehicle to fail to perform
as intended”, see [3]. Carmakers depend on the
contractors, respectively OEM of the supplier, at
least in terms of delivery and their delivered product
quality. Companies aim to control and reduce
warranty costs [2]. Warranty cost sharing occurs
here, where carmakers share the warranty return
costs with suppliers (for their returned components),

[4]. There is a non-recourse phenomenon, where
the supplier refuses to participate in warranty costs
even though there is an agreement for this purpose.
Carmakers must consider the risk of non-recourse
and try to manage it appropriately. The research
in non-recourse risk remains briefly addressed in
the literature, despite the importance of handling
financial risks [1]. Our work aims to describe non-
recourse risk using data from a company operating
in the automotive manufacturing sector.

2 MATERIAL AND METHODS

Data on warranty costs and recourse transactions of
the company involved in the automotive industry
are available for analysis. Data from 2013 to 2024
are available. In total, 6,239 recourse transactions
have been collected. From this number, 569 recourse
transactions had zero or negative warranty costs and
had to be excluded. Additionally, 192 transactions
have not been processed and must be excluded.
Therefore, 5,478 transactions remain. The data
on recourse transactions included (i) Transaction
ID, (ii) Type (Recourse basket or Yearly recourse

settlement), (iii) Accounting year, (iv) Description,
(v) Transaction categorisation, (vi) Supplier ID, (vii)
Supplier, (viii) Part category, (ix) Processing status,
(x) Processing status set on (date), (xi) Warranty
costs, (xii) Compensation for defective part analysis,
(xiii) Corrections on Compensation for defective part
analysis, (xiv) Amount of accounted transaction,
(xv) Corrections on amount of accounted transaction,
and (xvi) Remaining recourse forecast. Every trans-
action belongs to Serial damage, Technical campaign,
and Yearly recourse settlement categories.
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It is essential to compute the recourse incomes for
each recourse transaction to determine the recourse
quota. The recourse income is derived from the
aggregate of variables (xii)–(xvi). In the subsequent
phase, the recourse and non-recourse quota are
meticulously computed by correlating the recourse
income with the associated warranty costs. If the
recourse quota falls below 25.00%, it is deemed
unsuccessful, whereas a quota exceeding 25.01% is
regarded as successful (this classification is given
by managerial assessment). The transformation

of the recourse quota into a categorical variable
eliminates the influence of possible extreme values
of the recourse quota and allows for an alternative
analysis of the dependence in the contingency table
using the chi-squared test, an assessment of the
strength of the dependence using Cramer’s coefficient
and the detection of significantly different cases
using Habermann residuals testing. Original recourse
quota dependency on accounting years will be tested
by a one-way analysis of variance followed by Tukey
HSD pairwise comparisons.

3 RESULTS

First, a descriptive data analysis was provided con-
cerning categorising recourse transactions, processing
status, and accounting year. The dependence of
the (un)successful recourse quota on individual years
was analysed using contingency table tests. Low
values were observed for 2013–2018 when checking
theoretical frequencies, so these years were omitted
from further analyses. Successful recourse quota
percentage is statistically significantly dependent on
the year (p < 0.001), however the dependence is
rather weak (Cramer coefficient 0.025). According
to the analysis of Habermann residuals, it can be
concluded that significantly the highest percentage of

successful recourse quota was achieved in 2021 (62%),
where the percentage of successful recourse quota was
40% in 2019, grew until 2021, and then decreased to
38% in 2024. These results are in agreement with
the one-way analysis of variance, which detected a
statistically significant difference in recourse quota
across years (p < 0.001). Pairwise comparisons
identified 2021 (with a mean recourse quota of 0.362)
as statistically different from all other years except
2020 (mean recourse quota of 0.322) when the mean
recourse quota in the other years ranged from 0.260
to 0.317.

4 CONCLUSIONS

The problem of non-recourse quota seems to be
important, and the potential outcome could be inter-
esting for the financial and accounting departments
of the client as well as the contractor; the client, who
wants to minimise the non-recourse and seeks a full
warranty, and the contractor, who wants to maximise

the non-recourse and seeks a warranty limitation.
In the framework of further analyses, we will try
to identify possible associations with the level of
non-recourse quota and the characteristics of specific
suppliers based on firm-level indicators.
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1 INTRODUCTION

The real estate sector is an important part not only
of the Europe, but also the worldwide economy. As
was demonstrated during the Great economic crisis
during the years 2007–2009, it is the real estate
market itself that can significantly influence global
economic development. Fair value measurements
affect many aspects of a company’s financial and
accounting management, along with the impact on
the quality of reported earnings by companies. The
data on which an investor relies should have a
guarantee of relevance, veracity, and comparability

when evaluating multiple investment opportunities
(Correia et al. 2011). However, the accounting choice
of the form of valuation brought about by IAS 40
itself may make comparability of financial statements
more difficult rather than more straightforward. The
aim of the paper is to identify, which variable could
influence the fair value of investment property, and
which inputs should be taken into account by the
management or the investor. At the same time, also
assess the effect of fair value accounting on market
capitalisation and trade volume of stock.

2 MATERIAL AND METHODS

The analyzed sample consist from 36 companies,
which were identified across the UK, Germany and
Spain over a 5-year period from 1 January 2019 to 31
December 2023, specifically 180 observations. Given
the nature and structure of the data, the panel data

model was found to be the most appropriate econo-
metric method. In assessing the appropriateness and
selecting a particular type of panel data model, a
fixed, random or mixed effects model was considered.
Finally, a fixed effects model was created.

3 RESULTS



66 Jana Němcová and Patrik Svoboda

Result of our research show that the volume of shares
traded varies depending on the type of valuator that
determines the fair value valuation of the company’s
investment portfolio. In the case of an increase in
the volume of shares traded, there is a slight increase
in the fair value valuation, which can be explained
by the fact that the company has more financial
resources due to the higher volume of shares traded.
As a result, the company can undertake further
real estate investment projects and increase its real
estate portfolio, which will increase in market value
because of the expansion. A decrease in fair value
valuation may be associated with higher risk based
on WACC and/or lower funding and consequently

a lower overall investment portfolio. In contrast, a
decrease in the average cost of capital leads to an
increase in fair value valuation.

Various methods of determining fair value (market,
income or cost approach) and different inputs (Levels
1, 2 and 3 under IFRS 13) did not produce materially
different results. Most companies use the income
approach and internal Level 3 inputs, which can
lead to a higher level of information asymmetry.
However, this is consistent with common practice in
the real estate sector, where internal experts are often
involved in the valuation of properties and is not
considered to reduce the credibility of the reported
data.

4 CONCLUSIONS

The application of fair value accounting in the real es-
tate sector, especially in the valuation of investment
properties, brings many specifics. One of these is
the extensive use of internal data and intercompany
sources for fair value valuation estimates. Our
research show, that fair value valuation is mainly
influenced by the volume of shares traded and ROA.
Companies with higher volume of shares traded and

higher return on their assets showed higher fair value
values. Conversely, a higher WACC led to a decrease
in fair value, indicating a riskier company. There
were no significant differences at the level of the
methodology and inputs used to measure fair value
(e.g. market, income or cost approach, levels 1, 2, 3),
indicating some consistency in the approaches used.
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1 INTRODUCTION

In recent years, the development of neural net-
works (NN) on the ESP32 platform has become
an attractive topic, primarily due to the growing
availability of computationally weak microcontrollers
and their applications in the Internet of Things (IoT).
The ESP32, known for its low power consumption,
integrated Wi-Fi and Bluetooth connectivity, and
affordable price, offers an advantageous platform for

experiments with NN implementations directly at the
edge where data processing occurs (edge computing).

This paper discusses the technical challenges and
approaches involved in programming NN on the
ESP32, with particular emphasis on optimizing the
limited resources of the platform and its potential
for real-time applications such as image recognition.
The research demonstrate that despite ESP32’s
limitations, it can still offer satisfactory performance.

2 MATERIAL AND METHODS

Deploying NN on microcontroller-based platforms
like the ESP32 necessitates several optimization
techniques to make them suitable for real-time opera-
tions. The limited computational power and memory
of microcontrollers pose challenges compared to
traditional computing platforms. This research
centers on the selection, training, and optimization
of small NN for the ESP32-CAM module (Zhao, C.
2021), (Pernes, P. 2024).

Key methodologies employed in this research
include:

• Network Optimization: Given the limited compu-
tational resources, minimizing the complexity of

the NN is essential. Quantization and pruning
techniques are used to reduce the model size
and energy consumption without significantly
impacting accuracy.

• Model Conversion and Deployment: NN are
trained on traditional platforms and then con-
verted into formats compatible with microcon-
trollers, using tools such as TensorFlow Lite for
Microcontrollers or ESP-DL.

• Performance Analysis: The study evaluates
the performance of deployed models based on
accuracy, inference speed, and computational
demands, assessing the feasibility of running
various NN on the ESP32.
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Optimization Techniques:
• Quantization: This technique reduces the preci-

sion of neural network weights and activations
from floating-point numbers to fixed-point inte-
gers, thereby significantly shrinking the model
size and computation time. Quantization meth-
ods include Dynamic Range Quantization, Full
Integer Quantization, and Quantization-Aware
Training.

• Pruning: Pruning involves removing unnecessary
connections within the network, which helps
reduce model complexity and computational de-
mands. Structured pruning, magnitude-based

pruning, and sensitivity-based pruning are used
in this study to ensure efficiency on the ESP32
platform.

Optimized NN are initially trained on high-
performance systems before being converted into
lightweight formats compatible with microcon-
trollers. Tools like TensorFlow Lite for Microcon-
trollers and ESP-DL streamline the process of de-
ploying models on ESP32. These models are partic-
ularly effective for tasks such as image classification,
utilizing networks like CIFAR-10, SqueezeNet, Mo-
bileNetV1, MobileNetV2, and Tiny-YOLO (Cheng,
Y. 2018).

3 RESULTS

The experiments demonstrate that even with the
limited resources of the ESP32, NN can deliver
satisfactory accuracy and inference speed for simpler
tasks. Optimized models running on ESP32 achieved
inference times below 500 milliseconds, suitable
for real-time applications such as object detection.
Although ESP32 can handle basic object detection

with 85-90% accuracy, tasks involving detailed image
classification would likely need a more powerful plat-
form or further model optimization. The ESP32’s
low power consumption, integrated connectivity, and
affordable design make it suitable for real-world
applications such as: object detection, sensor data
analysis, Speech Recognition, smart agriculture.

4 CONCLUSIONS

The results validate the ESP32 platform’s potential
for deploying simple NN, particularly in applications
requiring low processing power and low-latency
responses. More complex models may require
significant trade-offs in accuracy and computational
power, limiting the use of ESP32 for advanced tasks.
However, with appropriate optimization techniques,
ESP32 serves as an effective platform for edge

computing applications. Future research should
focus on advanced model compression techniques and
adaptive resource management to further enhance
the platform’s performance. Additionally, newer
microcontroller architectures, such as ARM Cortex-
M7, could further improve the capabilities of NN on
constrained devices.
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1 INTRODUCTION

Tourism is a key economic sector that has been
significantly impacted by the COVID-19 pandemic.
The pandemic brought about changes in tourist pref-
erences, with increased interest in domestic travel,
especially to rural destinations [1]. Rural tourism
plays an important role not only for recreation but
also for the economic development of local areas
[2]. In this context, booking portals are crucial,
as they facilitate tourists’ access to accommodation.
These portals must meet specific requirements and

be tailored to different user groups to provide a
personalized and efficient booking experience.

The aim of this study is to identify and analyze
the weaknesses of booking portals focused on rural
destinations in the Czech Republic. The study also
examines the factors that influence tourists’ decisions
when choosing accommodation and provides recom-
mendations for improving the quality of services
offered by booking portals.

2 MATERIAL AND METHODS

Secondary data were used for the research, obtained
through an online survey conducted in 2023, in-
volving 202 respondents, 160 of whom had booked
accommodation in a rural destination in the Czech
Republic in 2023 [3]. The respondents were ran-
domly selected and answered questions regarding
their preferences in choosing accommodation, the
booking portals they used, and the factors influencing
their decision-making. In-depth interviews were
conducted with six selected respondents to gather
more detailed information about their experiences

with booking rural accommodations. Additionally,
the accommodation offerings on booking portals
such as Booking.com, Airbnb, E-chalupy.cz, and
others were analyzed, as well as their impact on
rural tourism. The analysis also measured how
quickly and easily users were able to search for
accommodations on these portals. Furthermore,
the accommodation offerings on 14 regional tourism
portals were analyzed, focusing on clarity, user
experience, and the availability of information.
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3 RESULTS

The analysis revealed that the biggest problem with
booking portals is the lack of clarity and up-to-
date information, particularly regarding prices and
availability. Differences between the portals were
identified, with Booking.com rated as the most reli-
able and user-friendly. Specialized portals focused on
rural areas, such as E-chalupy.cz and Bezkempu.cz,
were popular among users who preferred traditional
rural accommodations. The Amazingplaces.cz portal
was criticized for its outdated design and lack of
price information. Another significant finding was
that most tourists in rural tourism preferred cottage
and chalet accommodations, which were favored
by 28% of respondents, followed by hotels (24%)

and guesthouses (22%). Alternative accommodation
options, such as tiny houses or glamping, had
minimal popularity (3%).

The analysis of regional tourism portals revealed
that 13 of 14 regions promote rural tourism on their
official websites, but only 10 offer accommodation
listings. None of these portals allow direct bookings,
which was seen as a weakness.

The factors that most influenced tourists’ decisions
included filtering options for accommodations, clarity
of information, and accommodation photos. On the
other hand, less important factors were information
about pets and the sustainability of the accommoda-
tion.

4 CONCLUSIONS

The study identified key weaknesses of booking
portals focused on rural destinations and provided
recommendations for their improvement. The main
recommendations include increasing the clarity of
the websites, implementing up-to-date information
on prices and availability, and introducing well-
defined loyalty programs. Portals should also
encourage the submission of user reviews and photos
to enhance their credibility. Flexible searches that

take into account users’ individual preferences would
significantly improve the user experience. These
changes would help increase the competitiveness
of smaller accommodation providers and support
the development of rural tourism in the Czech
Republic. Improvements to booking portals would
also contribute to better satisfaction of tourists’
needs and greater interest in rural destinations.
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1 INTRODUCTION

This paper examines the economic and political impli-
cations of deindustrialisation at the regional level within
the European Union. Its added value lies in the detailed
regional data analysis, which is uncommon in available
research. The main findings show that average gross
value added and productivity in the secondary sector
are key indicators of the effects of deindustrialisation
in both the economic and political spheres. Economic
impacts are closely linked to the decline in GDP per
capita. Increases in value added indicate intensity-driven

deindustrialisation, which is most visible in structurally
affected regions. These areas often face job losses and
rising unemployment due to technological change, which
in turn increases political polarisation. The results
highlight that the economic and political consequences are
interlinked and need to be examined together. The paper
confirms that a decline in industrial production leads to
greater political polarization. The paper is based mainly
on studies by Králiková (2024) and Rolník & Adamková
(2024).

2 MATERIAL AND METHODS

The material builds on Králiková (2024) and further on,
for example, Wen et al. (2022), dealing with globalisation
and the negative economic impacts of deindustrialisation,
and Di Berardino et al. (2021), where the authors
emphasize the impact of economic transitions due to
deindustrialisation on the intensification of social and
regional disparities, which can lead to increased political
polarisation. Further on, Vu et al. (2021), emphasises
the loss of jobs in the secondary sector due to new
technologies and the subsequent impact on the political
decision-making of society.

Regarding the methodology, deindustrialisation’s eco-
nomic and political impacts are analysed separately. The
main explanatory variable for economic impacts is GDP

polarisation was created based on Rolník & Adamková
(2024) and Rolník (2023). The same explanatory variables
are used for analysis of both impacts to represent the
decline in the secondary sector (industry): gross fixed
capital formation; gross value added (GVA); number of
employees; output volume. Additional economic and
socio-demographic control variables are included. For
the analysis, panel data regression analysis was applied
using OLS with fixed effects method. The research covers
the period from 2000 to 2023 and focuses on the years
when parliamentary elections took place, analysing data
from NUTS 2 regions. For robustness testing, the models
were also tested using the main explanatory variables
separately for each variable.
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3 RESULTS

The economic impacts of deindustrialisation, such as a
decline in GVA and output in the secondary sector,
cause a reduction in GDP per capita, leading to an
overall economic weakening of the regions. Comparing
with the results of polarisation models to identify the
impacts of deindustrialisation, they suggest that the
growth of GVA in the secondary sector leads to an
increase in political polarisation, which is the opposite
phenomenon of what was expected. These results may
be due to differences between regions, especially those
structurally affected, where deindustrialisation reduces
GDP per capita growth in the secondary sector. However,
new technologies may increase GVA in this sector. The
impact of technological progress, while increasing labour
productivity, may cause a shortage of jobs that are no
longer needed in the production process as a result of
the impact of technology. In the economic model, the

results for the R&D investment variable were opposite
to what was expected. With the results suggesting
that higher investment leads to a decline in GDP. This
result may be due to a lag between investment and
its impact on economic growth. As for the high-tech
export variable, this variable, for the economic model
of the effects of deindustrialisation, did not turn out to
be significant. In contrast, for explaining the impacts
on political polarisation, this variable is significant, with
a positive effect on political polarisation, which is also
consistent with the available literature (Stiglitz, 2017). In
doing so, this sector increases economic welfare, improves
living standards, and generates positive perceptions of
economic growth, which helps mitigate political tensions.
However, these benefits are not evenly distributed, which
can create tensions in structurally affected regions.

4 CONCLUSIONS

This paper focused on the economic and political con-
sequences of deindustrialisation at the regional level
within the EU. A decrease in economic outcomes due
to deindustrialisation can lead to political polarisation
and deepen regional disparities, especially in structurally
affected areas. While technological progress increases
productivity, it can also contribute to rising unem-

ployment in the industrial sector. The emphasis is
placed on investments in research and development and
the retraining of workers as solutions to mitigate the
negative effects and the economic and political impacts of
deindustrialisation are closely linked and must be studied
together.
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1 INTRODUCTION

As digitalization reshapes financial services, insur-
ance intermediaries need to adopt digital marketing
strategies to engage clients, enhance loyalty, and
drive growth, especially after the accelerated shift
brought on by COVID-19. Channels like social me-
dia, email, and mobile apps help intermediaries align
with customer preferences, increase satisfaction, and
enable targeted marketing through data analytics—

key for staying competitive. However, digitalization
also brings cybersecurity and data privacy challenges,
which intermediaries must address to build trust.
This study examines the digital marketing tools used
by Slovak insurance intermediaries, focusing on their
adoption and purpose to provide insights that help
insurance companies optimize intermediaries’ roles
within their marketing strategies.

2 MATERIAL AND METHODS

The questionnaire was administered to 209 insurance
intermediaries in Slovakia, yielding a balanced sam-
ple with 110 men (52.63%) and 99 women (47.36%)
selected via systematic sampling. To gauge percep-
tions of digital marketing tools, the study employed
Wilska’s (2003) validated instrument, which captures
business attitudes towards digital technologies using
a five-point Likert scale from 1 (strongly disagree) to
5 (strongly agree). This approach enabled a nuanced
understanding of intermediaries’ views on various
marketing strategies.

Data collection was conducted by email, allowing
efficient reach across regions, and analysis was

performed using Stata software. Descriptive statis-
tics summarized key demographic patterns, while
advanced statistical techniques, including reliability
testing, correlation analysis, and hypothesis testing,
were employed to establish relationships between
digital marketing tools. The study builds on the
framework by Basha et al. (2021), extending their
research with a broader focus on digital tools specific
to the insurance industry, thereby providing insights
into how these tools are perceived in a distinct cul-
tural and business setting. The primary hypothesis
tested was: H1: Digital marketing tools have no
significant impact on Slovak insurance intermediaries



74 Branislav Slobodník and Simona Balaščáková

3 RESULTS

The study confirms that digital marketing tools
used by Slovak insurance intermediaries are both
reliable and impactful, with Cronbach’s alpha scores
above 0.70 for all tools, indicating robust internal
consistency. This reliability suggests the tools are
effectively capturing intermediary attitudes toward
digital marketing. Pearson correlation analysis
highlighted specific relationships, such as the strong
positive correlations between email marketing, con-
tent marketing, and webinars, indicating these tools
are often employed together to enhance engagement.
In contrast, SEO and PPC advertising exhibited a
strong negative correlation, suggesting these tools
may be considered substitutes rather than comple-
mentary strategies.

Further, while tools like Google AdWords pos-
itively correlated with social media and webinars,
there was a noticeable negative correlation between
online reviews and content marketing, suggesting
a trade-off between focusing on reputation man-
agement versus content creation. Similar trade-

offs emerged between retargeting ads and customer
engagement tools, underscoring potential alignment
issues within broader strategies.

The overall model demonstrated that digital mar-
keting tools accounted for 72% of the variance in
Slovak insurance intermediaries’ marketing activities
(R2 = 0.724), affirming the substantial influence
of digital marketing on their strategies. A Z-test
confirmed the statistical significance of this influence
(p = 0.00), rejecting the null hypothesis that digital
marketing tools have no impact.

These findings offer practical insights for insurance
intermediaries, indicating a need for a balanced
approach that combines tools effectively while ad-
dressing integration challenges. The results serve
as a foundation for optimizing marketing strate-
gies, leveraging synergies between tools like content
marketing and webinars while managing potential
conflicts between others, such as PPC advertising
and SEO.

4 CONCLUSIONS

The study examines digital marketing tools used
by Slovak insurance intermediaries, highlighting
email and content marketing as key to increasing
engagement and effectiveness. Conversely, tools like
Google AdWords and PPC advertising face chal-

lenges in aligning with intermediaries’ strategic goals,
suggesting gaps in understanding. The findings
indicate a need for balanced digital strategies and
better training to optimize marketing performance
and client trust.
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1 INTRODUCTION

For many people in the Czech Republic, terms like
circular economy or sustainability are still just terms
in the dictionary of foreign words. Yet there is a con-
stant effort to understand and change the behaviour
of market participants. Indeed, these changes affect
both producers and consumers. Currently, there is
a strong emphasis worldwide on balancing industrial
development and economic growth on the one side
and human health and the environment on the other,
see foe example [1].

Within the scientific literature, there is a wealth
of research from different sectors. In this article
we will discuss the relatively neglected area of
recycling wooden materials that can be used for
the production of various products (from OSB to
furniture). The studies conducted so far have
mainly focused on the producers’ side. For example,
[2] or [3] describe in detail composite materials,

recycling options and the associated development of
the circular economy. However, their perspective is
purely technical. [4], on the other hand, focus on
the economic (accounting) side of companies that
actively use composite materials in their production.

That the use of composite material is beneficial for
companies with an established line has been proven
in studies, but no one has yet thought in detail
about the reaction of consumers. Products made
from recycled material have similar (or even better)
properties than conventional wood materials, but
have a different colour. In the case of OSB products,
this fact is virtually imperceptible to consumers,
but in the case of furniture manufacturing, it could
already be a significant factor influencing sales.
Therefore, this article focuses on reaching out to
customers and determining the level of willingness
to buy products made from recycled wood materials.

2 MATERIAL AND METHODS

The necessary data was obtained through a question-
naire survey. To control for representativeness, the
questionnaire included several identification ques-
tions (gender, region, age, etc.). Responses were
collected online during the spring of 2024. A total
of 163 respondents’ answers could be included in the
analyses. The results of the survey on the willingness
to purchase recycled material products are tracked

against the identification questions, allowing for some
segmentation of customers in the market.

It was necessary to verify the reliability of the data.
Cronbach’s alpha was used for this purpose as in [5]
The value of this indicator should not fall below 0.5,
and the closer it is to the value of 1, the greater the
consistency in responses.
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3 RESULTS

According to the results of the questionnaire survey,
17% of respondents buy only solid wood products.
Of these, 94% are not willing to replace solid wood
furniture with product made from recycled materials.
This group of respondents typically includes middle-
aged employed (or self-employed) people. Their
reluctance to buy recycled wood products is mainly
due to concerns about the quality of the material,
not the appearance.

More than half of the respondents (61%) do not
prefer any particular type of material and therefore
this information does not influence them so much
when buying. These are generally younger people

compared to the group described above. For 27%
of these people, price is the most important factor
influencing their purchase. For a further 38%, it is
price/quality ratio. For another 24%, colour is the
main factor. Unfortunately, even in this group, the
majority of respondents (68%) think that products
made from recycled materials are of lower quality.

Due to the relatively high values of Cronbach’s
alpha (0.74), the collected data can be considered
reliable. Based on commonly used criteria such
as gender, age, economic status and region, the
responses of the respondents can be considered
representative.

4 CONCLUSIONS

The focus of this article is to determine the will-
ingness to purchase products made from recycled
material. Despite the different colour, retailers
should also focus on better promoting the positive
technical properties of composite materials, as this
is also a major purchase concern. Especially the

younger generation is not so much concerned with the
type of material, but is mainly interested in colour
and price. If the production prices of products made
from recycled material are kept at a significantly
lower level, the willingness of younger generations to
buy these products will be high.
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1 INTRODUCTION

In Ghana, the Agric sector is one of the dominant
sectors with numerous SMEs operating within the
industry (Ayambila, 2023). Small and medium-
sized enterprises (SMEs) constitute a significant
proportion of the global economy (Salamzadeh &
Dana, 2022; Haddad et al., 2020), whose value has
been recognized by many countries, and particularly
developing nations. The sector makes up around 80%
of total employment in Ghana and contributes about

60% of the country’s GDP. Due to the quest to sur-
vive in a competitive global business market, SMEs
in the agricultural sector have internationalized and
market orientation is critical to their internalization
success. Hence, this study addresses the gap in the
literature on agricultural SMEs by examining the
influence and effect of market orientation on the
internationalization processes of SMEs in Ghana’s
agricultural sector.

2 MATERIAL AND METHODS

The study utilized the descriptive research design
in order to gather data that accurately character-
izes the export business activities of agricultural
SMEs. This design also enables the researcher to
identify emerging patterns, get fresh perspectives,
and assess respondents’ opinions on how Ghana-
ian agricultural SMEs are internationalizing in the
context of strategic orientation. The study was
quantitative in nature and applied the cross-sectional
survey approach. Cross-sectional survey was utilized
because data was collected at specific point in time

from a sample chosen to represent the population
within a given time range. The study purposively
distributed structured questionnaires electronically
to 370 agricultural SMEs involved in exporting
goods from agro-based activities. The respondents
were mainly businesses that were members of the
National Board for Small Scale Industries (NBSSI),
Ghana Export Promotion Agency (GEPA) and the
Ghana Chamber of Commerce. However, after data
screening 341 valid responses underwent descriptive
and PLS-SEM analysis.
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3 RESULTS

There is a positive market orientation effect both on
internationalisation processes and on international
performance. The result showed that market orien-
tation contributes to about 69% of changes in SMEs’
international performance. As a market orientation
variable, competition, customer, and cost positively

influence internationalization performance. The
outcome is supported by the findings (Nakos, Dimi-
tratos & Elbanna, 2019; Haddoud et al., 2019; He,
Brouthers & Filatotchev, 2018; Acosta, Crespo &
Agudo, 2018).

4 CONCLUSIONS

The importance of internationalization of SMEs
cannot be underestimated due to the gains derived
from this activity not only for the firm but also for
stakeholders. Considered the backbone of the Ghana-
ian economy, this study explored market orientation
of Ghanaian SMEs internationalization process in the
Agro-Processing Sector. With the results revealing
that competition, cost and customer are the key basis
for which most SMEs in the Agro-processing sector of
Ghana undertake internalization. It therefore means
that, Ghanaian SMEs operating in the agro-sector
succeed in their internalization activities through

surviving the competition by seeking information
about their competitors and also responding to
environmental changes in the foreign market. Also,
they ensure that their costs (fixed and variables
costs) related to their operation in the international
market are tightly controlled through prudent and
efficient use of these investments. Furthermore,
they constantly provide quality customer service,
communicate effectively with their customers and
also handle customer complaints swiftly in order to
succeed in their internalization activity.
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1 INTRODUCTION

The financial crisis of 2008, originating in the USA,
rapidly spread worldwide due to the highly globalized
financial sector. Prior to the crisis, both private and
public sector debt had been steadily accumulating
[1], culminating in a bursting mortgage bubble that
triggered significant public financial interventions.
As a result, the relationship between rising debt and
future economic output has become a crucial and
widely debated topic [2].

This paper focuses on the effects of increasing
debt across households, non-financial corporations,
and governments on economic output, taking into
account various time horizons. A secondary objective
is to assess the relationship between income inequal-
ity and interest rates, which can influence borrowing
costs.

2 MATERIAL AND METHODS

The empirical analysis were based on an unbalanced
dataset of 83 countries, derived from the Global Debt
Database [3] and the World Economic Outlook. This
dataset spans from 1950 to 2020 and includes roughly
1,800 observations. Debt across sectors (households,
corporations, and governments) is measured relative
to GDP. Additional macroeconomic data was sourced
from OECD, World Development Indicators, and
Ameco. Income inequality data was gathered from
the World Inequality Database. A Panel VAR

and local projection model were used to assess the
impact of sectoral debt across time and quantified the
influence of income inequality on interest rates, while
fixed effects models using three-year differences were
used to quantify the impact of selected variables on
the final effect of debt. The selected variables used
for fixed model effects are transformed in the style
∆3 d

ATR
it−1 where ATR represents the selected variable,

i is the country identifier and t is time.
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3 RESULTS

The analysis highlights differing impacts of house-
hold, corporate, and government debt on future eco-
nomic activity across European countries. Household
debt initially boosts economic output in the short
term, driven by increased consumption. However,
this positive effect fades by the medium term, where
the burden of repayments peaks in the seventh year,
leading to a prolonged negative impact on output.
Non-financial corporations debt shows no significant
influence on future economic output. The lack of
correlation suggests that corporate debt may not
be as critical in predicting economic downturns or
growth. Government debt initially has a negative
effect on future output, but this impact diminishes
after four years, likely due to the relatively low
levels of public debt in the analyzed sample of
European countries. These findings underscore the

importance of institutional frameworks, particularly
in mitigating the adverse effects of household debt.
Furthermore, variables affecting the final impact
of debt on GDP development is also examined.
For example income inequality, though significant
globally, has a negligible impact on GDP related
to debt in Europe, where income disparities are less
pronounced compared to other continents. However,
the concentration of the banking sector and employ-
ment protection are key variables affecting GDP and
debt interactions. Another objective was to explore
the relationship between income inequality and lower
interest rates. The research confirmed that income
inequality significantly influences interest rates in
Anglo-Saxon countries and the US. However, in
Europe, this factor does not play a major role in
determining borrowing costs.

4 CONCLUSIONS

This paper confirms that sectoral debt impacts
future economic output differently across various
timeframes. Household debt, in particular, exhibits
a stronger short-term boost but contributes to long-
term economic strain. Meanwhile, non-financial
corporations debt’s impact remains minimal, and
the negative effect of public debt dissipates over

time. Notably, institutional factors like banking
concentration and labor protection significantly alter
these relationships, particularly in Europe. In
addition to these findings, we can confirm that
income inequality in Europe does not have an impact
on the final level of interest rates.
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1 INTRODUCTION

Emotion recognition in text is one of the NLP
(Natural language Processing) tasks, specifically the
classification task. It is the task that involves
assigning preefined labels to a topic [1]. Emotion
classification in dialogue is one of the very challenging
tasks, mainly due to the fact that conversations
are relatively short [2]. Classification in dialogue
can be divided into several phases [1]. The first
phase is preprocessing, in this phase is necessary data
preparation. In the second phase the selected method
is use for classification. The author can use two
types of methods namely traditional methods which
consists of two parts that are Features Extraction

and Classifier, or Deep Learning methods. Currently,
Transformers-based models are most commonly used
for classification, primarily because they have out-
performed convolutional neural networks in model
training cost and performance [3]. The question of
large language models (LLM) emotion recognition
area is: when it is appropriate to fine-tune the model
for a particular task and when it is not. The decision
criterion, if the fine-tuning gives better results than
original model is dependent on how much data is
determined for fine-tuning. The more data that can
be used for fine-tuning, the better the model achieves.

Fig. 1: Methodology for testing the ability of emotion classification m odels. I n b anch 1 , t he model t hat i s o nly p re-trained is 
tested in banch 2, the model that is fine-tuned o n t he t ested d ataset i s tested.
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2 MATERIAL AND METHODS

In the first step, datasets or benchmarks will be
selected and then preprocessed so that they can be
evaluated and compared. The results of the same
datasets will be compared in the first case with labels,
in the second case without labels and in the third

case with the length of speech data. This will then
be tested with the latest LLM models, which will be
unfine-tuned in the first case and fine-tuned in the
second case, and in the last step the results will be
compared.

3 RESULTS

How well a model performs in emotion recognition
depends not only on its architecture, but also on the
data used to train it. Models perform better if they
are trained on labeled datasets than if the dataset
labels are not present [4]. Another improvement
in the performance of the models could come from
information about the length of the utterance. It
is known that depending on the emotion a person
has, the length of the utterance varies accordingly

[5]. The pre-trained models themselves can also be
fine-tuned. However, fine-tuning the models yields
better results only if the model can be fine-tuned on
a large amount of data, if not, the fine-tuning may
result in a degradation of the model performance,
because during the fine-tuning process the weights
are recalculated, which may cause a degradation of
the model performance in the absence of data.

4 CONCLUSIONS

This contribution proposes a methodology for testing
models on an emotion recognition task. This
methodology also shows ways to improve the per-
formance of the models for this task. It has been
shown that over time, models that contain only
an encoder have started to be used for emotion
recognition instead of models that contain only a

decoder, however, for these models the main task
of emotion recognition is not but normal dialogue.
Hence, the next question to investigate is which of
these models actually perform better, models that
were designed mainly for classification or models that
have a wide range of tasks that they handle.
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1 INTRODUCTION

Managing educational institutions has become in-
creasingly complex, requiring effective management
of tasks such as enrolment, student tracking, resource
allocation, and financial monitoring. Traditional
methods often rely on manual processes or decentral-
ized information systems and fail to meet the growing
demands of modern education. These traditional
systems often result in inefficiencies, errors, and
delays that negatively impact the overall effectiveness
of educational institutions [1-3]. In contrast, the

e-commerce industry effectively utilizes advanced
information systems to streamline operations, in-
crease customer satisfaction, and make data-driven
decisions. E-commerce platforms use robust systems
for inventory management, customer relationship
management (CRM), order processing, and data
analysis [4-5]. This article explores how these
e-commerce information systems can be adapted
to improve educational management, potentially
changing the way institutions operate.

2 METHODOLOGY

This study adopts a qualitative approach and fo-
cuses on a comparative analysis of the functions
of e-commerce and educational information systems.
Relevant literature on e-commerce systems such as
inventory management, CRM, and data analytics is
reviewed, along with a review of current educational
information systems, including student information
systems (SIS) and learning management systems
(LMS) [4]. Additionally, case studies of organizations

integrating advanced information systems inspired
by e-commerce are analyzed. These case studies
provide practical insights into the potential benefits
and challenges of applying e- commerce technologies
to educational settings. Data collected from these
sources are synthesized to identify key areas where
educational institutions can benefit from integrated
e- commerce inspired systems [3].
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3 RESULTS

The comparative analysis shows in Table 1 that
educational institutions can significantly improve
their operational efficiency by adopting e-commerce
inspired information systems. For example, an au-
tomated registration system inspired by e-commerce
order processing can streamline the application
process and reduce errors and administrative burden.
Likewise, predictive analytics common in e-commerce
inventory management can be applied to student
tracking, allowing institutions to provide personal-

ized academic support and improve retention rates.
The study also shows that integrating CRM prin-
ciples into education systems can improve student
experience by providing personalized interactions
and responsive services, much like how e-commerce
platforms improve student satisfaction and customer
loyalty. However, the study highlights a number of
challenges, including the need for significant initial
investment, staff training, and the need to overcome
resistance to change within institutions.

Tab. 1: Comparative analysis

Feature E-commerce Information
System

Educational Information
System

Potential Adaptation in
Education

Integration &
Real-time Data

High integration and real time
flow across all functions.

Often fragmented; real-time data
integration is limited.

Improve integration to enhance
responsiveness.

Data Analytics Advanced analytics used for
predictive modeling.

Limited use of advanced
analytics;

Adopt predictive analytics for
resource allocation.

Process
Automation

Extensive automation of order
processing and inventory
management.

Limited automation; many
processes remain manual or
semi-automated.

Automate administrative
processes to reduce workload and
improve accuracy.

4 CONCLUSIONS

Applying e-commerce information systems to ed-
ucational management offers tremendous potential
for improving efficiency, accuracy, and overall ef-
fectiveness. By automating processes, integrating
real-time data analytics, and improving student
support through CRM- like systems, educational

institutions can streamline operations and provide
better services to students and staff. Although
there are challenges associated with implementation,
such as cost and resistance to change, the long-term
benefits of adopting these systems may outweigh the
initial barriers.
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1 INTRODUCTION

The multinational company offers to its employees an
opportunity for long-term international assignments
including the relocation of the close family members
not only to ensure the international operations,
but also to develop the staff and due to strategic
business reasons. There must be a comprehensive
global mobility strategy in place in order to attract
not only the actual staff, but also the talents
on the labor market outside the company. The
assignment policy must be not only competitive,
but also should mind various scenarios which can
occur during the assignment abroad. The usual
assignment scenario modification is necessary by the
change in size of the family – e.g. due to childbirth,
marriage etc. and/or change in the dependent status.
Multinational company as the employer should be
therefore prepared to suppor the modifications in the
assignment set up.

Multinational companies offer its employees a pos-
sibility to work on a long-term basis abroad including
the relocation of the closest family dependents.
This can include traditionally the wife or husband,
children, but often also also lifepartner, stepchildren
or the children of the lifepartner and also partner
of the same sex. The actual size of the family can
be also changed during the assignment due to the
motherhood of the assignee itself or the dependent
wife. In order for the multinational companies to
attract the talents and also motivate its employees
to be assgined abroad, assignment policy for long-
term relocations should reflect all possible scenarios
and provide support in various fields, so the negative
impact of the relocation on the assignee and the
family is limited as much as possible and leads
to no premature termination or cancellation of the
assignment.

2 MATERIAL AND METHODS

The initial phase of the research required a thorough
review of currently published academic papers. The
search was performer via Web of Science, using the
key words as „assignment“ or „assignment policy“

in the combination with the key words as „mother-
hood“, „maternity“, „same sex couple“, „stepchild“,
„marriage“. Based on the search, we reviewed 32
academic papers.
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In the second phase, we have conducted 16 semi-
structured interviews with the assignees of selected
multinational company as well as global mobility
specialists. Based on the interviews, we were able

to cluster the most frequent challenges connected
with the assignment of the assignee and the family
dependents.

3 RESULTS

The non-exhaustive list of the most frequent chal-
lenges of the assignee and the family dependents
connected to the assignment:

Field Description
Social security • Motherhood during assignment can interfere withthe social security coverage settlement

• Limitations of the maternity leave and parental leave
Immigration • Marriage during assignment leads to potential change of right to reside and to work

• Same sex couples or stepchildren can have no or limited options to acquire certain family
reunification permits

Intercultural comptenece • Pre-school child, which has to enroll to the first grade of the elementary school can have
limited options due to lack of knowledge of the local language

• Lack of governmental support for intercultural preparation of the family dependents or only
limited offering (e.g. Lottery principle)

Source: based on eleven semi-structured interviews

4 CONCLUSIONS

Based on conducting 11 semi-structured interviews,
we were able to identify and therefore cluster the
key areas, for which support of the multinational
company must be provided in order for the employee
to adapt to the family-related changes on the
assignment.

These key categories can be on the high level
clustered as legal (with the further focus on the
area of the social security and immigration) and also
cultural (such as the process of acculturation).
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1 INTRODUCTION

This article aims to explore the recent trend of com-
panies being required to disclose ESG-related informa-
tion, particularly in response to recently implemented
Corporate Sustainability Reporting Directive (CSRD).
New requirements for transparency in ESG reporting
are increasing the pressure on companies across food
production chain. It’s important to note that ESG scores
do not follow a single global standardization system,
making it difficult to compare different companies or
sectors. This research paper provides an overview of the
upcoming CSRD timeline and the current global approach
to meet these requirements. The World Benchmarking
Alliance (©2023) has developed a benchmarking tool
for the food and agriculture industries, ranking 350 of
the most influential companies based on 4 key factors:
environment, governance, nutrition and social inclusion.

Among the comparison areas making up the overall score
of the given benchmarking, there is also the environment
area, evaluating the specific phenomenon of food waste
and loss, representing the perishable nature of foodstuff.
Food losses can occur at any stage of the food chain. Food
waste is then discussed mainly at the level of retail, whole-
sale or direct consumption (e.g. European Commission,
2023; Fourth Estate, 2021). We examine the companies
using a benchmarking approach, then categorize data by
region based on their ESG performance, offering insights
into regional differences and sustainability levels within
the industry. Can european companies be considered
leaders in achieving high ESG standards? In which ESG
areas are European food sector companies outperforming
those in other regions?

2 MATERIAL AND METHODS

The primary goal of our analysis was to examine the rela-
tionship between ESG factors and ranking of the compa-
nies and to classify companies regionally according to their
performance. We analyzed 350 selected companies in the
food and agriculture sector using benchmarking dataset
made by the World Benchmarking Alliance (©2023).
Companies were ranked by their overall score based on
mentioned four key factors, with 46 chosen indicators
individually analyzed. We conducted an explorative

analysis to understand how various companies are meeting
ESG standards in the following geographical regions:
Europe, Asia and Pacific, America and Caribbean, and
Africa. This benchmarking allowed us to compare quality
of these four key aspects across goegraphical regions,
providing a global perspective. Using correlation analysis,
we explored the relationships between ESG factors and
company performance. We hypothesized that European
companies would outperform others in ESG performance,
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primarly due to strict regulations and a well-developed
sustainability infrastructure. This assumption was tested
using statistical methods and verification. We subjected
the data to a normality test and found that the data

were not normally distributed. Therefore, non-parametric
methods were used, as they are commonly applied when
the data do not meet the assumptions required for
parametric tests, such as normality (Dickhaus, 2018).

3 RESULTS

The analysis revealed significant differences among the
monitored companies in implementing ESG factors into
their operations. Companies tend to be more successful
in addressing social issues than environmental concerns.
Both areas show relatively low average scores, indicating
potential for improvement in both categories. Through
correlation analysis, we found a relationship between
the 46 indicators and company performance. The size
and quality of the enterprise influence ESG scores and

the adaptation to implementing ESG factors in business
operations. Significant regional differences were also
uncovered, with some companies lacking improvements in
certain areas, particularly in the Governance section of
ESG. In addition to our results, a cluster analysis was
conducted to examine which factors are important for
European countries and making them leaders in the food
sector. The reason we found that European companies are
making significant progress in the social factors of ESG.

4 CONCLUSIONS

ESG non-financial reporting is not seen by mainly
economically larger entities, resp. entities operating
in global value chains, only as mandatory reporting
beside the ultimate financial ones. In fact, non-financial
reporting helps to create a competitive advantage towards
demand that is sensitive to aspects affecting the areas
of environment, social and related business governance.
Food value chains are part of the globalized food market,
where their production at all related levels is considered an
important partial area in the framework of its contribution
among others also to the effects of human activity on
climate change. In the same way, it is necessary to
assess social aspects in the production and distribution

of foodstuff due to the aforementioned global nature of
food-value chains, specifically in emerging economic areas.
Our research proves these aspects, employing a publicly
available bechmarking system of World Benchmarking
Alliance on agri-food complex and respective participating
companies, covering the worldwide extent of those, which
are considered to be the most influencing companies in the
area of sustaibility. Our research questions are answered
regarding the partial results, we have reached the following
findings. Our results confirmed that European companies
are leading in ESG performance because of high rankings
in social inclusion.
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