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Ing. Jolana Stejskalová, Ph.D. (Mendel University in Brno, Czech Republic)
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ABSTRACT
On March 21st and 22nd, 2024, the Faculty of Business and Economics of Mendel 
University in Brno organized already the 26th international conference “Economic 
Competitiveness and Sustainability“ with over 70 onsite participants from the Czech 
Republic, Slovakia, Germany, Poland, Hungary, Ukraine, Norway, Serbia and USA. 
In the presented Proceedings you find 21 papers which were recommended by conference 
discussants and selected on the basis of a peer-review process. The presented research 
outputs contribute to and extend the current state of knowledge and will stimulate 
further debate not only in academia but also in other institutions of public and private 
sector. The submitted papers reacts on the current interdisciplinary problems arising 
in the areas of Economic Policy, Public Finance and Public Administration, Enterprise 
Information Systems and Technologies, Digital Transformation and Sustainability, 
Marketing and Management and Finance.

Keywords: Informatics, Economic Policy, Finance, Digitalization, Management, Artificial 
Intelligence

ABSTRAKT
Ve dnech 21. a 22. března 2024 uspořádala Provozně ekonomická fakulta Mendelovy 
univerzity v Brně již 26. ročník mezinárodní konference „Economic Competitiveness 
and Sustainability“, kterého se zúčastnilo přes 70 účastníků z České republiky, Slovenska, 
Německa, Polska, Maďarska, Ukrajiny, Norska, Srbska a USA. V předloženém sborníku 
najdete 21 příspěvků, které byly doporučeny diskutanty konference a  vybrány na 
základě recenzního řízení. Prezentované výstupy výzkumu přispívají a  rozšiřují 
současný stav poznání a  podněcují další diskusi nejen na akademické půdě, ale 
i v rámci veřejného a soukromého sektoru. Předložené příspěvky reagují na aktuální 
interdisciplinární problémy vznikající v  oblastech hospodářské politiky, veřejných 
financí a  veřejné správy, podnikových informačních systémů a  technologií, digitální 
transformace a udržitelnosti, marketingu, managementu a financí.

Klíčová slova: Informatika, hospodářská politika, finance, digitalizace, management, 
umělá inteligence
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FOREWORD

Dear readers,

We are honoured to present you with the Conference Proceedings we are publishing as the 
one of the outputs of the 26th year of the International Conference Economic Competitiveness 
and Sustainability (ECOS 2024) that we organised in March 21–22, 2024. The conference tra-
ditionally takes place in the campus of the Mendel University in Brno, Czech Republic and 
provides a productive background for the development of new ideas not only for senior but 
also for young researchers.

We hosted two distinguished well-known speakers who contributed to the conference 
programme with their keynote speeches. Prof. Jarko Fidrmuc (Zeppelin University, Chair of 
International & Digital Economics, Friedrichshafen) gave a speech “Economic and Institutional 
Implications of Populism in CEECs”. Prof. Daniel Münich (CERGE – EI, Prague) contributed 
to the discussion on the topic of “Scientific Publication Performance in Post-communist 
Countries: Still Lagging Far Behind”.

We welcomed more than 70 researchers representing universities and research institu-
tes from countries including Czech Republic, Slovakia, Germany, Poland, Hungary, Ukraine, 
Norway, Serbia and the United States of America, who also served as the discussants of the 
papers and helped to improve the quality of the research results presented during both 
conference days.

The purpose of the conference is to enhance academic debate on current problems in the 
global socio-economic environment and dynamic technological development. Last but not 
least it is a chance to meet our research counterparts in person and critically review our per-
spectives on contemporary research problems.

In the presented Proceedings you can find 21 papers which were recommended by confe-
rence discussants and selected on the basis of a peer-review process. The presented research 
outputs contribute to and extend the current state of knowledge and will stimulate further 
debate not only in academia but also in other institutions of public and private sector.

The submitted papers react to the current interdisciplinary problems arising in the areas of 
Economic Policy, Public Finance and Public Administration, Enterprise Information Systems 
and Technologies, Digital Transformation and Sustainability, Marketing and Management 
and Finance.

We would like to thank all the participants in the conference for their inspiring contribu-
tions. Furthermore, we are grateful to all the reviewers and the members of the scientific 
committee for their contribution to the organisation of this high-level scientific conference.
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OPEN-SOURCE COMPLIANCE: 
A TACTICAL APPROACH

Ashish Bakshi1, Andreas Kotulla2, Oldřich Faldík1, Oldřich Trenz1

1�Department� of� Economics,� Faculty� of� Business� and� Economics,�Mendel� University� in� Brno,� Zemědělská� 1,�
613�00�Brno,�Czech�Republic

2�Bitsea�GmbH,�Schloßstraße�7,�53757�Sankt�Augustin,�Germany

ABSTRACT
As open source becomes increasingly prevalent, understanding the intricacies of 
various license types, including permissive and copyleft licenses, becomes essential for 
developers and organizations alike (Tourani, Adams and Serebrenik, 2017). This paper 
not only explores these license types but also examines the implications of copyright 
laws and Export Control Compliance (ECC) on open-source software. 

A significant portion of the paper is dedicated to evaluating key tools used in open-
source compliance, such as SW360, FOSSology, OSS Review Toolkit (ORT), and Software 
Bill of Materials (SBOM).

In this paper, a comprehensive analysis of open-source license compliance offers 
practical insights and recommendations for developers and organizations navigating 
the complexities of open-source software adoption. The specific contribution of this 
paper lies in providing a detailed comparative analysis of these tools, alongside a case 
study on their application in real-time audits.

Keywords: open-source compliance, sw360, fossology, ORT, SBOM

JEL: L8, O3

1 INTRODUCTION

In the evolving landscape of software development, open-source software (OSS) has emerged 
as a cornerstone, driving innovation and collaboration across industries. However, with the 
widespread adoption of OSS (Sherae, 2016), the complexity and importance of license compli-
ance have become more pronounced. This paper aims to provide a comprehensive overview 
of the multifaceted aspects of open-source license compliance, Export Control Compliance 
(ECC), and the security vulnerabilities and risks associated with open-source software, which 
remain crucial yet challenging domains for many organizations and developers (He, Peters, 
Menzies and Yang, 2013).

Various tools have been developed to aid in navigating these complexities, such as SW360, 
FOSSology, OSS Review Toolkit (ORT), SPDX, and Software Bill of Materials (SBOM). This paper 
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will evaluate the efficacy of these tools in facilitating compliance with open-source licenses, 
alongside a practical case study of a real-time audit. It will aim to investigate the impact of 
complexities in open-source licensing, export controls, and security vulnerabilities on the 
sustainable development and utilization of open-source software. Additionally, it will seek to 
explore how specialized tools such as SW360, FOSSology, ORT, SPDX, and SBOM can contribu-
te to the effective management of legal and security risks in open-source software projects.

2 UNDERSTANDING OPEN-SOURCE LICENSES

Copyleft licenses, in contrast to permissive licenses, are designed to ensure that derivative 
works of the software remain open source. They require that modifications and extensions 
of the original software be distributed under the same license terms (Lindman, Paajanen and 
Rossi, 2010). Copyleft licenses ensure that derivative works of the software remain open sour-
ce, requiring any modifications to be distributed under the same license terms. GNU General 
Public License (GPL), GNU Lesser General Public License (LGPL), Mozilla Public License (MPL) 
are some examples of copyleft licenses (González-Barahona, 2009).

2.1 Permissive licenses

Permissive licenses are a category of open-source licenses that impose minimal restrictions on 
how software can be used, modified, and distributed (Maryka, 2015). These licenses are of-
ten preferred for their flexibility and ease of integration into proprietary projects. Due to their 
minimal restrictions, permissive licensed software is often used in a variety of applications, 
from open-source projects to commercial products. MIT License, Apache License 2.0, and BSD 
Licenses (2-clause and 3-clause) are some examples of permissive Licenses (Coleman, 2014).

2.2 Copyleft licenses

Copyleft licenses, in contrast to permissive licenses, are designed to ensure that derivative 
works of the software remain open source. They require that modifications and extensions 
of the original software be distributed under the same license terms. Copyleft licenses ensure 
that derivative works of the software remain open source, requiring any modifications to 
be distributed under the same license terms. GNU General Public License (GPL), GNU Lesser 
General Public License (LGPL), and Mozilla Public License (MPL) are some examples of copy-
left licenses (Mathur, Choudhary, Vashist, Thies and Thilagam, 2012).

3 EXPORT CONTROL COMPLIANCE (ECC)

Export Control Compliance (ECC) is an integral part of distributing and developing open-sour-
ce software in a global context. Developers and organizations need to be vigilant and proactive 
in understanding and adhering to relevant export control laws to avoid legal repercussions 
and ensure responsible software distribution (Kumar, 2022). This is especially crucial in the 
context of open-source software, which often transcends international borders. ECC refers to 
a set of laws and regulations imposed by countries to control the export of certain technolo-
gies, including software, for reasons of national security or foreign policy (Choi, 2008).

Different countries have varying regulations on software exports. For instance, the 
United States’ Export Administration Regulations (EAR) and the International Traffic in 
Arms Regulations (ITAR) govern the export of software that could be used in military or 
strategic contexts. Developers and organizations must be aware of these regulations to 
ensure compliance.
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Software is classified under different categories based on its potential application in sensitive 
areas, such as encryption technology. Open-source software that falls into certain categories 
may require specific export licenses or be subject to restrictions.

ECC can impact how open-source software is developed and shared. For example, deve-
lopers might need to restrict access to certain code repositories or implement measures to 
prevent the transfer of controlled technology (Shim, 2011).

4 VULNERABILITIES IN OPEN-SOURCE SOFTWARE

Open-source software, known for its numerous benefits like accessibility and collaborative 
development, is not immune to security vulnerabilities and risks. These vulnerabilities can 
significantly impact not only the security of the software but also compliance with open-sour-
ce licenses. The widespread use of open-source software introduces a range of vulnerabilities 
that can affect both security and compliance with licensing terms. Understanding these vul-
nerabilities and their implications is crucial for maintaining the integrity and legal standing 
of software projects.

4.1 Identifying Common Vulnerabilities

4.1.1 Code Quality and Complexity
Open-source projects, particularly large ones, can face issues related to code quality and com-
plexity, making them susceptible to security vulnerabilities. For example, Apache Struts and 
OpenSSL have encountered significant vulnerabilities, such as the Struts remote code execu-
tion vulnerability and the infamous Heartbleed bug in OpenSSL.

4.1.2 Dependency Management
Many open-source projects depend on other libraries and frameworks, where vulnerabilities 
in these dependencies can compromise the entire project’s security. An instance of this was 
seen in the event-stream incident, posing serious threats to projects like Node.js and other 
JavaScript frameworks.

4.1.3 Lack of Sustained Maintenance
Inconsistencies in maintaining and updating some open-source projects can lead to outda-
ted code and unaddressed vulnerabilities. Older versions of WordPress plugins, for example, 
have been known to contain security flaws exploited in various attacks.

4.2 Interplay Between Vulnerabilities and Licensing Compliance

4.2.1 Security Updates and Licensing Terms
Licenses such as the GNU GPL mandate public disclosure of all modifications, including se-
curity patches. Failure to comply can result in legal disputes, evident in instances where 
organizations did not release modified source code back to the community.

4.2.2 Enforceability and Security Flaws
Vulnerabilities can challenge the enforceability of licenses. A security patch that alters the 
software’s original functionality might inadvertently violate the original license terms.

4.2.3 Compliance Challenges in Addressing Vulnerabilities
Effectively managing vulnerabilities, as demonstrated by the Linux kernel (GPL-licensed), in-
volves a delicate balance between regular security updates and adherence to licensing terms, 
a complex task for many organizations.
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5 TOOLSETS FOR COMPREHENSIVE COMPLIANCE

5.1 SW360

SW360 excels in managing and documenting the licenses of all software components within 
a project. It facilitates an organized approach to maintaining compliance with various open-
-source licenses, thereby mitigating legal risks. The tool serves as a comprehensive catalog for 
software components, simplifying the process for organizations to track and manage the use 
of open-source software in their projects. This functionality is crucial for maintaining a clear 
overview of all software dependencies and their corresponding licenses.

SW360 can be seamlessly integrated into existing software development processes. This 
integration ensures that license compliance becomes a continuous and integral part of the 
development lifecycle, rather than an afterthought.

By providing a central platform for managing open-source components, SW360 fosters 
collaboration among development teams and enhances transparency in the usage and man-
agement of open-source software within an organization.

5.2 Open-Source Review Toolkit (ORT)

ORT offers an extensive suite of capabilities designed to streamline the review and analysis of 
open-source licenses. Its primary aim is to assist organizations in understanding and comply-
ing with open-source licenses, thereby reducing legal risks, and enhancing project integrity. 
ORT analyzes the licenses of software components within a project, providing a detailed over-
view of compliance requirements and potential risks.

The process begins with ORT scanning the files of a software project. It identifies and lists all 
the open-source components and dependencies used within the project.

To detect licenses associated with each component or dependency, ORT employs various 
scanners, such as ScanCode. It searches for license files, headers in source code, and other 
metadata to accurately identify the licenses.

5.3 FOSSology

FOSSology operates by scanning software code to detect open-source licenses, enabling users 
to review, curate, and report on the license information. Its support for SPDX and customi-
zable scanning options make it a versatile tool for managing license compliance in diverse 
software projects. FOSSology scans the uploaded files to detect and identify open-source li-
censes, using advanced scanning techniques to examine file contents, including comments, 
headers, and documentation, for license information. Utilizing its comprehensive database 
of open-source licenses, FOSSology can identify a wide range of licenses in the scanned files. 
The tool highlights the exact text snippets where license terms are found, making it easier for 
users to review and confirm the license findings. Users can manually review the scan results 
to verify or correct the identified licenses. This step is essential, particularly in cases where the 
software contains custom licensing terms or dual-licensed files.

6 METHODOLOGY

The OSS Review Toolkit (ORT) is used for analyzing and reviewing dependencies in open-sour-
ce software. It scans a project to identify all open-source components and their respective 
licenses. When an Ansible, https://github.com/ansible/ansible, project is run through ORT, it ge-
nerates a detailed report of all the open-source components used in the project, along with 
their respective licenses.
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After the ORT process, the same Ansible project is then fed into Fossology for a more thorou-
gh license analysis. This step is likely to provide a more granular view of the licenses and any 
potential issues or conflicts.

Following the analyses conducted by ORT and Fossology, the results are integrated into 
SW360. This tool serves as a centralized platform for managing these components, tracking 
license compliance, and documenting findings. SW360 allows for systematic management of 
open-source components, ensuring that all data is consistently updated and easily accessible 
for review. The aggregated data in SW360 can then be reviewed by audit and legal teams. 
These teams assess the compliance of the open-source components with the organization’s 
policies and legal requirements.

The compliance of these open-source components is then rigorously evaluated by the orga-
nization’s audit and legal teams. They assess each component against specific review criteria, 
including adherence to licensing terms, compatibility with internal policies, and legal risk 
management. This review ensures that all components meet the stringent standards required 
for organizational use and legal compliance, Finally, once the open-source components have 
been cleared by the audit and legal teams, they are approved for deployment in production 
environments. This approach effectively combines automated tooling with manual review, 
ensuring that open-source components are used responsibly and in compliance with legal 
requirements. This process not only aids in license compliance but also helps in managing 
security vulnerabilities that might be present in open-source components.

7 RESULT

The application of FOSSology to the Ansible codebase revealed intriguing results. The initial 
scan identified a significant number of files with GPL 3.0 licenses.

The report generated by FOSSology initially indicated that there were 616 files licensed 
under GPL 3.0 and another 377 files with GPL 2.0 licenses. Following the initial scan, a meticu-
lous file-by-file review was conducted to pinpoint the presence of strict copyleft licenses and 
to identify the copyright holders for each component.

This granular examination was crucial to understand the extent and implications of copyleft 
licensing within the Ansible project.

The Ansible project was subjected to ORT’s analysis, utilizing its analyzer and downloader 
modules. This process was aimed at meticulously scanning each dependency and transitive 
dependency within the project.

The analyzer module was particularly instrumental in breaking down and identifying the 
specifics of each dependency, offering a detailed look into the project’s composition. ORT’s 
comprehensive scanning covered not only the direct dependencies of Ansible but also the tran-
sitive dependencies, which are often overlooked yet crucial for a complete compliance picture.

This extensive scanning provided a deeper insight into the software stack, revealing the 
intricate network of dependencies within Ansible.

Upon completion of the ORT analysis, the SPDX (Software Package Data Exchange) report 
was seamlessly integrated into SW360 through its import functionality. This integration mar-
ked a pivotal step in centralizing and streamlining the compliance management process.

The imported SPDX report within SW360 became readily accessible to various teams, inclu-
ding the audit and legal teams. This accessibility facilitated a more efficient and transparent 
review process.

Such visibility is crucial for these teams to perform thorough compliance checks and to 
make informed decisions regarding the legal aspects of the project.

With the SPDX report in SW360, collaboration among different departments was signifi-
cantly improved. The legal team, for instance, could easily cross-reference the report for any 
licensing issues, while the audit team could use the data for compliance verification.
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NUMBER AUDITED LICENSE

3 0 Apache-2.0

4 0 BSD

65 0 BSD-2-Clause

4 0 BSD-3-Clause

5 0 GPL

1 0 GPL-2.0

9 0 GPL-2.0+

616 0 GPL-3.0

377 0 GPL-3.0+

4 0 MIT

58 0 No_license_found

3 0 PSF-2.0

1 0 Public-domain

5 0 Python

3 0 See-URL

1 0 See-doc.OTHER

Tab. 1 Report of License Ansible

COPYRIGHT STATEMENT FILE LOCATION

Copyright: Contributors to the Ansible project 
GNU General Public License v3.0+ 
(see COPYING or 
https://www.gnu.org/licenses/gpl-3.0.txt)

lib/ansible/compat/importlib_resources.py
lib/ansible/modules/deb822_repository.py
test/integration/targets/result_pickle_error/action_plugins/
result_pickle_error.py
test/units/module_utils/urls/test_fetch_file.py
test/units/module_utils/urls/test_split.py

Copyright: Contributors to the Ansible project lib/ansible/module_utils/urls.py

Copyright: Ansible Team GNU General Public 
License v3.0+ 
(see COPYING or  
https://www.gnu.org/licenses/gpl-3.0.txt)

lib/ansible/modules/add_host.py
lib/ansible/modules/group_by.py

Tab. 2 Report of Copyright Ansible

Fig. 1: Fossology scan Ansible



 Ashish Bakshi, Andreas Kotulla, Oldřich Faldík, Oldřich Trenz

14

Fig. 2: ORT scan Ansible SPDX report

Fig. 3: SW360 Report imported
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8 DISCUSSION AND CONCLUSIONS

The prevalence of GPL 3.0 licenses poses certain compliance requirements, especially consi-
dering the strict copyleft nature of this license. This finding necessitates a careful approach to 
how the Ansible software is used, modified, and distributed.

The identification of GPL 2.0 licenses also has significant implications, particularly in terms 
of compatibility with other licenses and the obligations it imposes on derivative works. The 
use of ORT and SW360 in this manner promotes responsible open-source software develop-
ment practices. By ensuring thorough compliance, organizations can avoid legal pitfalls and 
maintain ethical standards.

These results highlight the complexity of managing open-source licenses in large projects. 
The mix of GPL 3.0 and GPL 2.0 licenses within Ansible underscores the need for thorough 
compliance checks and an understanding of license obligations.

Accurate license compliance management, facilitated by these tools, is essential for the 
long-term sustainability of open-source projects. It ensures that projects adhere to legal re-
quirements, thereby securing their viability and reputation in the open-source community. 

Acknowledgements
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Fig. 4: SW360 ECC, Obligation, Vulnerability

Fig. 5: SW360 CVE id
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ABSTRACT
The paper opens the question of comparison published open-source webservers with 
support of HTTP/3. This is brand new protocol standardised in 2022 was developed 
with aim to speed up web communication and instead of TCP uses UDP with new 
QUIC protocol. There is summarized current state of HTTP protocols development 
and studies, where is compared performance of various HTTP versions. The aim of 
paper is to compare different open-source webserver implementations with HTTP/3 
support in laboratory. Five different scenarios were presented to test ordinary real-
life situations. The results of all three servers with different content and HTTP/1.1 or 
HTTP/3 protocols are presented. Main result would be better performance of Caddy and 
nginx server in bad connection conditions, but without speed limit, large delay or loss 
the OpenLiteSpeed was fastest.

Keywords: HTTP/3, QUIC, Caddy, Nginx, OpenLiteSpeed, webserver

JEL Code: L86, C88, O31

1 INTRODUCTION

Thirty-five years have passed since Tim Barnes-Lee at CERN proposed the first version of web 
communication. Since then, the HTTP (HyperText Transfer Protocol) has become the most used 
application protocol in the Internet. The first standardization by IETF (Internet Engineering 
Task Force) happened in 1996 in RFC 1945. Since this version many improvements like keep-
-alive connections, content negotiation and virtual hosts (in 1997 with HTTP/1.1, RFC 2068), 
binary coding, multiplexing and header compression (in 2015 with HTTP/2, RFC 7540) and 
using QUIC instead TCP protocol (in 2022 with HTTP/3, RFC  9114) were included to make 
HTTP complex application. The issue of security has been addressed by adding SSL/TLS lay-
er under the basic HTTP communication (Lysenko, 2023), which provides authentication of 
server (and optionally a client), confidentiality and integrity of sent data.

HTTP communication also affect Cookies, which are capable of sharing session-related in-
formation between independent HTTP requests.

The main research question here is to check the difference among webservers implementa-
tions for HTTP/3 and to determine the dependence of performance on the network condition. 
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The key attribute for user’s Quality of Service/Experience is the load time of the webpage, 
which will be tested as the “performance” parameter. Currently several webserver imple-
mentations support HTTP/3 and our experiment should give answer if those implementations 
perform similarly under the same conditions. As a reference, the well-known HTTP/1.1 proto-
col was tested to find out whether the performance of webservers with HTTP/1.1 and HTTP/3 
protocols are similar. 

After the introduction and stating the aim of article, the next part contain an actual state of 
HTTP protocol and other comparison studies of HTTP protocol versions are presented. Third 
section is devoted to experiment settings, topology and network conditions used in scenarios. 
Finally, the results are presented in graphs ontaining the measurement results of all prepared 
combinations. The findings are concluded and discussed in the last section.

2 ADVANCES IN HTTP PROTOCOL

One of the stable and even nowadays common version of HTTP protocol is HTTP/1.1 that has 
provided all necessary web functions for normal web operation and ruled the web for over 
20 years. This changed around 2010, when Google started development of advanced HTTP 
protocol, which would speed up the web communication. The resulting SPDY should have 
been able to speed up loading time of webpage by 50% (Belshe, 2012). One of the key ideas 
was to use header compression and binary encoding. The multiplexing of packets for various 
content, its prioritization and server push have improved the speed greatly. All the functions 
were later included in the official HTTP/2 standard. 

Right after that, work on development of HTTP/3 started, again driven by Google. All HTTP 
protocol were using TCP (Transmission Control Protocol) as transport-layer (L4) protocol. The 
TCP provide connection-oriented and reliable data transfer. TCP also uses sliding window 
parameter to dynamically utilize the maximum available bandwidth (congestion control). 
Biswal (2022) compares some of current TCP congestion control algorithms and states that 
BIC is default algorithm on Linux. 

Fig. 1: Architecture of TCP/IP stack with HTTP
Source: Saadat, 2022
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All the TCP congestion control algorithms rapidly slow down with loss of any packet and 
use numbered line of packets, which makes multiplexing of different streams complicated. 
That’s why the new version of HTTP started to use UDP (User Datagram Protocol) as transport 
layer protocol, which offers connection-less best-effort send without any control of transmi-
ssion. The architecture of TCP/IP stack with different versions of HTTP is on Figure 1, where is 
added the security layer (SSL/TLS) function.

2.1 QUIC

The QUIC (Quick UDP Internet Connections) protocol should outperform the drawbacks of 
TCP connections, with at the same time providing reliable data transfer necessary for HTTP. 
Moreover, QUIC contain the security layer (SSL/TLS) which is implied during initialization of 
communication and then protect whole communication.

Iyengar (2021) specifies in standard (RFC 9000) for QUIC that each communication starts 
with QUIC handshake, where are exchanged the supported cryptography algorithms and 
server is always authenticated by asymmetric cryptography (public key is in server certifica-
te), optionally can be also the client authenticated. In case it is not the communication with 
server, QUIC can use so-called 0-RTT and because the server is known the client with the first 
packet send also encrypted data.

Other mechanisms used in QUIC specified by Lyengar (2021) are Connection Migration, Flow 
Control, Stream Multiplexing and Reliability. Packet numbering with positive acknowledgment 
and retransmission are common for reliability. QUIC moreover implies selective acknowledg-
ment, fast retransmit and tail loss probes to achieve greater performance in case of data loss. 

2.2 HTTP/3

The biggest difference of HTTP/2 is the usage of QUIC (and UDP) as transport layer, which could 
be a challenge for socket association, firewall permissions and packet inspection technologies. 
Bishop (2022) in specification of HTTP/3 (RFC 9114) also describes a new HTTP header “Alt-
Svc” announcing its support and could ever redirect on different port number. Clients also 
open only one connection with the server, which is kept open until all requests are served. 
Loading of webpage could be also speeded up using server-push mode, where server sends 
required data without client’s request.

Even the QUIC was standardized in 2022 the big companies like Cloudflare, Google, Microsoft, 
Meta and others uses it for several years. In January 2024 the average usage statistics (W3Techs, 
2024) stated, that 28.4% of all websites use HTTP/3 and the number is increasing. 

2.3 Studies and measurements over HTTP/3

Since the proposing idea of HTTP traffic over UDP till today, when HTTP/3 is standardized, the-
re have been many survey comparing properties of HTTP/3 with its predecessors. One of the 
first papers was published by Carlucci (2015) and the compares TCP CUBIC with Google’s pu-
blic implementation of QUIC (v.21). Then Mefyesi (2016) published a study where the HTTP, 
SPDY and QUIC were compared for time needed to load a webpage. The question if QUIC 
would be better than others and for what cases is investigated by Cook (2017), all mentioned 
papers agree that older variants are better, at least in most common network conditions.

The state how QUIC is implemented was summarized by Rüth (2018), where 161 thou-
sand of domain names support QUIC and about 3–9% of overall web traffic is QUIC. The 
better performance for video content and smaller files was HTTP/3 in the paper from 
Shreedhar (2022). Another performance measurement was done by Perna (2022), with 
conclusion of HTTP/3 advantages for large delays. Dubec (2023) compares not the brow-
sers but client implementation. 
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Most of studies used public web services like Google to make comparison of performance, 
functions and adoption. Only few papers used any of open-source webserver with HTTP/3 
support and tested the site in laboratory under various networks conditions.

3 METHODOLOGY

The aim of the paper is to test performance of open-source webservers with HTTP/3 support. 
Currently (beginning of 2024) is fully or experimentally supported by ASP.NET Core Kestrel, 
Caddy, Microsoft IIS, Nginx, OpenLiteSpeed and LiteSpeed. In web browsers HTTP/3 is supp-
orted more commonly and all major browsers currently support it.

From the list above, three open-source webservers – Caddy (version 2.7.6), Nginx (1.25.3) 
and OpenLiteSpeed (1.7.18-2) were chosen. As a client the line-based web browser “curl” (ver-
sion 8.2.1) built with HTTP3 support was used and Google Chrome was used too to compare 
some results for which the line-based client output was not clear. For all devices (servers, 
client and traffic control) Ubuntu Server 22.04.3 LTS installed as VM in VirtualBox (7.0.10) 
was used. As the topology for the experiment shows in Figure 2, all devices are run on inde-
pendent hardware (Intel Core i5-3470, 16 GiB RAM, SSD hard drive, 1 Gbit/s network card), all 
virtual machines have assigned 4 CPU cores and 8 GiB RAM. The only switch is a dedicated 
hardware (MikroTik RB4011GS+RM) with integrated 5 port 1 Gbit/s switching module.

On each webserver, there were three types of content website and two files (1 MiB and 
10 MiB). The website was copy of homepage for Mendel University in Brno, which contain 
30 files (HTML, CSS, JS, JPG,..) and its overall size is about 5 MiB. Based on general characte-
ristics of Internet traffic (Araújo, 2019) four scenarios were set as shown in Table 1 with the 
worsened network conditions (speed, delay and loss), which were intentionally affected by 
Linux Traffic Control (tc). To ensure correctness of tc settings, we also tested the communicati-
on without any downgrade (speed up to 300 Mbps, latency 2 ms, loss 0%). Each scenario was 
tested 10 times against all 3 servers with protocols HTTP/1.1 and HTTP/3.

Fig. 2: Laboratory experiment topology
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4 RESULTS

Collected measured values contained time needed to load whole file/webpage, all header val-
ues including status code of communication and the content. The example of result for one 
page load is shown in Figure 3, where are partial times for the process. In cast we got differ-
ent status code, than 200 OK, the measurement was repeated. For each scenario there were 
10  times of loading complete content and the median, average, minimum and maximum 
were used for comparisons.

For final comparison, we used the median values to avoid exceptional and random delays. 
The loading times in bar graphs for all scenarios are shown in Figure 4, mainly to compare 
performances between individual webservers. Each bar represents a time needed to load the 
whole content in milliseconds (ms), the lower number (lower bar) means better performance. 
The left side of graphs represents HTTP/1.1 protocol while the right one HTTP/3 protocol. Each 
of individual scenarios described in Table 1 are represented by a single graph as shown by 
the graph heading.

5 DISCUSSION AND CONCLUSIONS

The results prove that all three open-source webserver implementations are capable of 
handling HTTP/3 content. Of course, there are differences in implementations, for exam-
ple webserver OpenLiteSpeed has best performance in scenario without any loss, delay or 

Speed Delay Loss

High speed LAN connection (cable) 100 Mbps 5 ms 0.001%

Home WiFi 60 Mbps 25 ms 0.01%

WiFi in public place (like Café) 25 Mbps 70 ms 0.05%

Unstable connection in moving vehicle 10 Mbps 250 ms 0.1%

Tab. 1 Parameter of scenarios for HTTP/1.1 and HTTP/3 measurement

Fig. 3: Detail print of loading time result, where individual delay components are displayed.
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Fig. 4: Graph of median loading time for each scenario and type of content, 
webserver and HTTP protocol.
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constrain of speed, on the other hand in most other scenarios is the one of worst. Webservers 
Caddy and nginx show similar performance in bad situations.

When one tries to compare HTTP/1.1. and HTTP/3 performance, there is no clear winner but 
it seems that our result confirms previously published results that HTTP/3 is better in good 
network conditions (as graphs on the left show) while the HTTP/3 dominance is not clear in 
worse transmission conditions.
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ABSTRACT
Research background: COVID-19 pandemic caused a  rapid shift to full-time remote 
work environment. Workforce productivity, engagement, and success are affected by 
how the company interacts with its workforce. Human-to-human connection without 
clear communication is impossible. Communication is essential for a stable, engaged 
company. In e-work environment even more.

Purpose of the article: The purpose of this study is to provide recommendations for 
improving the flow of information and stregthen the sense of community among real 
e-employees in a remote work environment.

Methods: a quantitative study (web-based survey) in a Greek multicultural company 
has been used. Authors tried to find answers to following research questions: How do 
e-employees perceive internal communication methods in their organization? Which 
of the internal communication channels were used most effectively?

Findings & Value added: Based on the crea ted questionnaire, a total of 7 hypotheses 
were determined, all of which were statistically confirmed. Obtained data confirms the 
raising importance of internal communication, especially in times of crisis as employees 
considered as a homogenous. We can underline the sample based in Greece but located 
various European countries and in a  context of unprecedented crisis. English as 
predominant spoken language. Finally, this research only explores the role of internal 
communication in an organizational context (formal, casual, organized, or unplanned).

The survey was conducted during pandemics and has some interesting implications 
for communication professionals and researchers in the field of internal communication. 

The present study examines internal communication in e-working settings. Previous 
studies have excluded the situation for e-employees. The results provide new insights 
into internal communication behaviour in e-work.

Keywords: internal communication, e-work, methods, channels, multiculturality

JEL classification: D83, M12, M21, M54, J21
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1 INTRODUCTION

E-working is occasionally promoted as having the potential to be the great equaliser of econo-
mic opportunity, competitiveness and sustainability. 

According to EU statistics, in 2019, 5.5% employees worked from home, in 2020, due to the 
pandemic, this share increased to 12.3%; and in 2021, to 13.5% (Eurostat, 2022). Work from 
home (WFH) or e-commuting (Beno and Caganova, 2023) allows flexibility for individuals 
with personal and professional goals. However, it also comes with challenges (Ambikapathy 
and Ali, 2020; Kurkland and Bailey, 1999; Beno, 2021). Especially in relation to workplace 
engagement, including communication (Cagáňová et al., 2019). Erum et al. (2020, p. 16) stated 
that “when employees have a calling to their work they find themselves more adjusted for 
their job and are more likely to feel passion towards it, they are intrinsically motivated to 
perform it thus deriving happiness in their workplace”. This disengagement causes various 
problems due to lowered productivity and decreased satisfaction. Lal et al. (2021) highlighted 
that social interactions (in the on-site workplace) are an essential feature of social life and 
shape the workforce’s experience of work. However, organizations are able to work to intenti-
onally address these issues. The potential tool may be internal communication (IC) (Cagáňová 
et al., 2015). It may help e-workers feel more socially connected.

IC is often interlinked with an organization’s  reputation and brand. But one of the most 
crucial links in the organization, which is easily overlooked, is the internal one, namely the 
workforce. They are the ones who create the brand. Organizations are able to convey the 
ambitions and values of the brands, but very often sufficient information flow is missing. IC 
increases trust in organizations, which is often associated with business success. (Cagáňová 
et al., 2010).

IC should be a deliberate, well-planned, and well-articulated element of a company’s com-
munication strategy. Many organizations are still operating remotely with employees scattered 
across the nation and around the world, like the authors’ sample. Thus, it can be difficult to 
communicate in a way that keeps everyone engaged. Numerous studies have examined the 
main issues of IC (Flynn and Mazor, 2017; Oak, 2022; Robert Half, 2013; Queens University, 
2023) and have linked IC and the degree to which employees are informed to job satisfaction 
and performance. The competitive benefits of IC come not only from satisfaction, productivity 
and sense of community but also from the positivity of external public relations. The purpose 
of this study is to provide recommendations for improving the flow of information and stre-
gthen the sense of community among real e-employees in a remote work environment.

Simply identify and describe IC according to e-employees. A quantitative IC study has been 
chosen to identify the issues faced by e-employees in order to answer these questions. The 
following research questions were outlined:

How do e-employees perceive IC methods in their organization? 
Which of the internal communication channels were used most effectively?
The company under investigation required anonymity. Its internal communication system 

was launched several years ago. In the questionnaire survey, employees and basic managers 
made up the largest sample, but middle and top managers also participated. The survey was 
conducted in a  Greek multicultural company, with employees from Poland, Germany, the 
Czech Republic, Greece, Portugal, and Romania. All interviewees (total 182) met the condition 
of remote working mode.
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2 METHODS

According to McDonough and McDonough (1997), the authors of this study implemented 
both interpretive and evaluative case study with the aim to interpret the data by developing 
conceptual categories and add judgement to the phenomena in the data. It allows a deeper 
understanding of the specifics of IC, providing a close understanding of the e-employees on 
IC and its meaning. 

Because of the nature of a  case-study, purposeful sampling was conducted with the em-
phasis on selecting an information rich group of respondents. The study is conducted on 
the entire target population which consists of 182 e-employees (57.7% of females, 40.7% of 
males and 1.6% diverse) with an average age 32, median 30 of a global Greece organization 
in operating in sector service. This confirms that service sector is the area with the highest fe-
male labour rate (Worldbank, 2021). Effective IC can be expected to be an important variable 
among surveyed e-workforce. All respondents worked for an Greek company, but they work 
in a remote working mode, i.e. they meet the conditions for the research of this work. At the 
same time, these are respondents from European countries, mainly from Poland, the Czech 
Republic, Greece, Germany, Portugal, and Romania.

The data from this research was collected using an online Google survey that was distributed 
through email accompanied by a brief explanation (with a link that directed to the compila-
tion of a Google form approved by the head of surveyed company) from the 18th May till 9th 
June 2022. An online survey was chosen (on a voluntary base) as a means for collecting the 
data due to the company remote work environment and various locations internationally. As 
Evans and Mathur (2005) stated the suitable reason to utilize an online survey is when a large 
sample size is desired over a wide geographical area. It included 46 questions (7 open ended 
and 39 closed questions) asking IC constructs and remote work experience. Questions were 
modeled specifically on the areas highlighted in this study that may either mitigate or com-
pound the effects of IC in remote work environment. The compilation time was estimated in 
approximately 15 minutes. Questionnaire was pre-tested with 3 respondents and redesigned 
in accordance with it. 5 point-Likert scale to measure satisfaction, positivity or negativity and 
3 point-Likert and 5 point-Likert scale to measure agreement has been used.

In order to test seven hypotheses, the authors’ set seven dimensions central to IC based on 
Ruck and Welch (2012) six dimensions. In this study, Pearson’s chi-squared test has been used 
to analyse whether the characteristic values of the first variable are influenced by the charac-
teristic values of the second variable and vice versa. The observed and expected frequency of 
0.05 has been given. Statistical analyses were performed using Excel and SPSS. 

3 RESULTS

As stated previously, this study will focus on the results of those surveyed who expressed 
some increase or decrease in their levels of internal communication, with discussion of ne-
utral responses where necessary or of relevance to the study. These questions appeared at 
Questions 15 and 19 (identification), 33 and 35, (workplace relationships), 37 (channel) 42 and 
46 (role), 41 and 46 (voice), 10 and 16 (performance), 28 and 37 (support).

IC is receiving focus and organizations are investing in the function (Chalmers, 2008; Helsby, 
2009). The main role of IC is to improve corporate values by communicating effectively with 
the workforce, an important asset, and a sense of belonging.
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3.1 Identification

• H1: Relationships with colleagues related to feeling of connectedness with my 
employer / team members.

In the question “How is your relationship with your colleagues?” we can only compare 
the values “Average” and “Extremely satisfied”, since the value “dissatisfied” did not reach 
a sufficient frequency to participate in the test. Only 1.1% of employees were dissatisfied with 
their colleagues. Similarly, the choice “Negative” in the question “My sense of connection with 
the employer/colleagues” did not reach sufficient representation (0.6%), therefore this option 
cannot be tested. 

It is also possible to read from Table No. 1 that we obtained a total of 177 answers to the 
question, although 182 respondents participated in the questionnaire, and 5 employees re-
fused to answer the question. The test criterion value is 104.043, and the p-value of the test 
is 0.000. The p-value is lower than the chosen significance level of 0.05, so the dependence 
between relationships with colleagues and the feeling of connection with employees or team 
members has been confirmed. According to the table, those who are extremely satisfied with 
their relationships with colleagues have a statistically significantly higher likelihood of having 
a positive or rather positive relationship with their colleagues. From this, we can say that 
when employees feel connected to the company, either because they share the same vision as 
the company’s leaders or because they feel that their co-workers have become like family, they 
are much less likely to want to look for employment elsewhere and thus are more productive.

Based on this data, fulfilling relationships within the work environment are interlinked 
with meaningful connections with co-workers. When employees feel connected to one ano-
ther, they feel better. Connection seems to be the most crucial component because connected 
teams drive collaboration.

3.2 Workplace relationships

• H2: Daily contact with your team leaders is related to being satisfied with the 
frequency of communication from leadership.

More than 4/5 employees confirmed that they communicate with the team leader at least 
once a day. This majority is also satisfied with the frequency of communication they receive 
from management. The test criterion value is 156.865 and the p-value of the test is 0.000. The 
p-value is lower than the chosen significance level of 0.05, so the dependence between daily 

19) How is your 
relationship with 
your colleagues?

15) My feeling of connectedness with my employer / team members

Neutral Positive Rather 
negative

Rather 
positive Total

Average 42 24 0 0 66

% 63.64 36.36 0.00 0.00

Extremely satisfied 0 59 7 45 111

% 0.00 53.15 6.31 40.54

Total 42 83 7 45 177

Tab. 1 A sense of connection between employees and colleagues.
Source: Authors’ work
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contact with team leaders and satisfaction with the frequency of communication with man-
agement was confirmed. Those who do not have daily contact with team leaders are also less 
satisfied with the frequency of communication with management. This means that employees 
would like to be in contact with management more often (see the Table 2). 

Corporate communication is vital element. Generally, communication with team leaders is 
a big challenge. Leaders typically hold the key to advancement within the organization. The 
highest managerial goal is to create a pleasant working atmosphere and find the most succe-
ssful technique of motivating each employee, which is very difficult due to the diversity of 
employees and different personalities, but in this company this goal would be met.

3.3 Channel

• H3: More than 40% of employees prefer to use Zoom as communication tool.

Employees’ channel preferences vary based on the activity and who they are interacting 
with. As audio and video communications have become more common in daily lives, people 
often start collaborations with the question: which video communications platform do you 
know and like to use? We will test this single hypothesis using the proportion test. The soft-
ware provides only the p-value in the output. It is equal to 0.0379. It is therefore again smaller 
than the chosen level of significance, and we have thus managed to confirm that Zoom is 
the most popular communication channel for more than 40% of employees. In second pla-
ce, e-mail is preferred by 30.77% of respondents, and the last chat is preferred by 5.49% of 
employees.

3.4 Role

• H4: Chitchatting related to clarity of objectives.

More than half (61.7%) of the research participants perceive Zoom as the majority source of 
information, another 21.7% slightly disagree. The remaining 16.6% of respondents reject this, 

33) Do you have 
daily contact with 
your team leaders?

35) How satisfied are you with the frequency of communication of leadership?

Extremely satisfied Neutral Slightly / very 
satisfied Total

Mostly disagree 0 0 14 14

% 0.00 0.00 100.00

Slightly agree 0 0 17 17

% 0.00 0.00 100.00

Mostly agree 0 25 52 77

% 0.00 32.47 67.53

Completely agree 56 13 0 69

% 81.16 18.84 0.00

Total 56 38 83 177

Tab. 2 Frequency of H2
Source: Authors’ work
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thus they receive information in another way. A more important finding is that 89% of em-
ployees are clear about their assigned daily/weekly tasks. The test criterion value is 108.854 
and the p-value of the test is 0.000. The p-value is lower than the chosen significance level of 
0.05, so the dependence between communication using chitchatting and understanding the 
goals every day / week was confirmed. Those who are not satisfied with the course of com-
munication using normal calls are significantly more often not completely clear about the 
assignment of the task (clarity of goals). On the contrary, those who are very satisfied with 
informal conversations are clear about their daily goals. The table of observed frequencies 
are shown in Table 3.

42) Most of the information 
is through chitchatting.

46) Are your work objectives clear each day? Each week?

Completely / 
mostly agree

Slightly / mostly 
agree

Completely 
agree Total

Completely/mostly agree 0 21 5 26

% 0.00 80.77 19.23

Slightly agree 5 34 0 39

% 12.82 87.18 0.00

Mostly agree 3 18 51 72

% 4.17 25.00 70.83

Completely agree 0 0 43 43

% 0.00 0.00 100.00

Total 8 73 99 180

Tab. 3 Frequency of H4
Source: Authors’ work

41) Most work-related 
information from teammates 
and team leaders to me is 
transmitted through informal 
written channels (i.e., instant 
messages, chat).

46) Are your work objectives clear each day? Each week?

Completely / 
mostly agree

Slightly / mostly 
agree

Completely 
agree Total

Completely / mostly agree 0 27 15 42

% 0.00 64.29 35.71

Slightly / mostly agree 8 48 53 109

7.34 44.04 48.62

Completely agree 0 0 31 31

% 0.00 0.00 100

Total 8 75 99 182

Tab. 4 Frequency of H5
Source: Authors’ work
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3.5 Voice

• H5: Communication using informal written channels is related to understanding 
daily/weekly goals.

More than half (54.5%) of the participants confirmed that they receive work messages 
through informal written channels. 22.5% of respondents reject this statement only slightly. 
23% mostly and completely disagree. This means that informal communication is accepted as 
casual communication between co-workers in the workplace. It is unofficial in nature and is 
based on informal social relationships that are formed in the workplace outside the normal 
hierarchy of the business structure. The test criterion value is 38.986 and the p-value of the 
test is 0.000. The p-value is lower than the chosen significance level of 0.05, so the dependence 
between communication using informal written channels (messages, chats) and the under-
standing of goals every day/week was confirmed. This type of communication is important in 
the workplace because it can help with employee morale and encourage a sense of belonging 
for both employees and clients or customers. Those who are not satisfied with the course of 
communication using informal written channels are significantly more often not completely 
clear about the assignment of the task (clarity of goals). On the contrary, those who are very 
satisfied with informal written communication are clear about their daily goals (see Table 4).

3.6 Performance

• H6: The change in work productivity is related to the fact that employees enjoy 
remote work.

With all the modern comforts of home vying for our attention, it would be understanda-
ble if employers saw a drop in productivity with remote workers. However, the opposite is 
true. In fact, 88% of employees seem to enjoy working remotely, with another 6.6% slightly 
disagreeing with this statement and 5.4% rejecting it. Almost half (49.5%) of respondents say 
their productivity has increased as a result of working from home. Only 7.1% of employees 
feel a decrease in work performance. The test criterion value is 137.556 and the p-value of the 
test is 0.000. The p-value is lower than the chosen significance level of 0.05, so the dependence 
between productivity and whether employees enjoy remote work has been confirmed. From 
Table 5, it can be said that those who enjoy working remotely increased their productivity 
significantly more often than those who did not enjoy working remotely.

3.7 Support

• H7: The choice of the preferred communication channel is related to the number 
of requests for help.

A somewhat disturbing finding emerged for the last hypothesis, where 27.1% of employees 
have difficulty asking for help. So, it seems that the open-door policy is only partially working. 
Workplaces reflect norms and standards set by management, which are then accepted (or 
not). Much of this depends on how these norms are enforced and demonstrated. Building 
a culture of helping is about the art of practicing what you preach. In this hypothesis, we 
tested whether these concerns are related to the communication channel. The test criterion 
value is 64.086 and the p-value of the test is 0.000. The p-value is lower than the chosen sig-
nificance level of 0.05, thus the dependence between communication channel and concern 
about asking for help is confirmed. From Table 6, it can be seen that those who prefer chat 
as their communication channel are significantly more often not afraid to ask for help than 
those who use Zoom or e-mail.
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The authors’ survey results confirm that it is increasingly important for IC professionals 
to consider the diversity of the internal team in the organization, as highlighted in previous 
research (Suh and Lee, 2016; Yeomans and FitzPatrick, 2017). Additionally, as highlighted by 
McQuail (2010) effective communication requires delivering the right channel, the right me-
ssage, to the right audience, through the right channel at the right time.

The received data from the first hypothesis is in the vein of past studies that highlight that 
overall organizational efficacy and efficiency depend on its IC (Grimshaw and Mike, 2008; 
Hayase, 2009). Communication plays an essential role (Levinson, 1980) as further demonstra-
ted. Interestingly, those who do not have daily contact with team leaders are also less satisfied 
with the frequency of communication with management. This means that employees would 
like to be in contact with management more often as confirmed by H2. Because as Men and 

10) I enjoy working 
remotely.

16) Has your work productivity changed when you have started work 
remotely?

Decreased Increased Same Total

Completely / mostly 
disagree 0 5 5 10

% 0.00 0.00 50.00

Slightly / mostly agree 0 10 74 84

7.34 0.00 11.90 88.10

Completely agree 13 75 0 88

% 14.77 85.23 0.00

Total 13 90 79 182

Tab. 5 Frequency of H6
Source: Authors’ work

37) What 
communication 
channels work best 
for you.

28) I feel uncomfortable asking other for help?

Completely 
disagree

Mostly 
disagree

Slightly 
agree

Mostly 
agree

Completely 
agree Total

Zoom 14 21 21 29 29 114

% 12.28 18.42 18.42 25.44 25.44

E-mail 12 31 1 8 14 66

7.34 18.18 46.97 1.52 12.12 21.21

Chat 12 20 3 0 1 36

% 33.33 55.56 8.33 0.00 2.78

Undefined 3 12 8 0 8 31

% 9.68 38.71 25.81 0.00 25.81

Total 41 84 33 37 52 247

Tab. 6 Frequency of H7
Source: Authors’ work
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Yue (2019) explained communication increases stakeholder awareness and satisfaction with 
what leaders are making and whether their decisions will mitigate tension and improve in-
terpersonal relationships. Almost identical to Stauss and Hoffmann (2000) who stated that IC 
is practiced through top-down, bottom-up or horizontal communication. IC without internal 
communication digital channels does not work (Smith et al., 2015). Zoom is the most popular 
communication channel for more than 40% of employees. In second place, e-mail is preferred 
by 30.77% of respondents, and the last chat is preferred by 5.49% of employees. Almost simi-
lar to Friedl and Verčič (2011) who noted that millennial workforce prefer traditional media. 
This means that without these channels, it is impossible to match employees to the company 
priorities, goals and promote creativity. The difference between formal and informal commu-
nication lies in the material, not the instrument (Rodrigues et al., 2016; Welch and Jackson 
2007). But, based on H4 and H5 data, those who are very satisfied with informal conversati-
ons and informal written communications are clear about their daily goals. Identical to Men 
(2014) who highlighted that the choice of medium for communication is important. According 
to Bočková and Lajčin (2021) job satisfaction, productivity, engagement and, with mandatory 
remote working during this pandemic, is more of a challenge for employers than ever befo-
re. Thus, H6 confirmed that those who enjoy working remotely increased their productivity 
significantly more often than those who did not enjoy working remotely. Similar to Dhanesh 
and Picherit-Duthler (2021) who highlight that social connection mediated the relationship 
between new ways of working and employee engagement. A somewhat disturbing finding 
emerged for the last hypothesis, where 27.1% of employees have difficulty asking for help. 
Probably, because as Zhao and Epley (2022) indicated those needing help consistently unde-
restimated others’ willingness to help, underestimated how positively helpers would feel, and 
overestimated how inconvenienced helpers would feel. Possible tool seems to be the modern 
technology because those who prefer chat as their communication channel are significantly 
more often not afraid to ask for help than those who use Zoom or e-mail. This result is in the 
vein of Jämsen et al. (2022) statement that communication technology played a crucial role 
in experiences. Obtained results confirm that “the most important driving force behind the 
modern economy today is creative, innovative and motivated employees” (Pilukienė, 2017, p. 
223).

4 CONCLUSION

IC in the surveyed organization is viewed as important and as a specific segment within each 
element or task. There are several target groups. Firstly, managers, leaders and executives 
who are responsible for shaping organizational culture and strategies, especially policies for 
remote work. Secondly, human resource professionals as well as external communication 
specialists who design IC strategies and implement them within the company. Further, there 
are researchers and academics who study work dynamics and IC in remote environment. 
Finally, policymakers suggesting regulations for e-workers at the level of governments or the 
European Union.

Obtained data confirms the raising importance of IC, especially in times of crisis as employ-
ees considered as a homogenous.

The following research questions were outlined:
• How e-employees perceisve IC methods in their organization? 
• They perceived IC as being tailored to their specific needs. But based on the data, it still 

invites us to re-consider the specific needs to adapt the content of the messages, their for-
mats, and the best communication channels to these needs. E-employees who perceive 
communication as transparent are satisfied by the communication in their organization. 
It means that organization partly created an effective IC strategy. It has to be prepared 
and ready to react to sudden changes and circumstances. Creating an effective IC strategy 
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involves evaluating and reviewing the current strategy and identifying the strengths and 
weaknesses as demonstrated in the research data. Especially when employees are re-
luctant to ask for assistance.

• Which of the internal communication channels were used most effectively?
• Technology tools affect how e-workers feel about their organization and work. 

Communication is the most important predictor of feelings of value and engagement. 
Both formal and informal IC channels are the way by which e-employees communicate 
and connect. Zoom is the most popular communication channel for more than 40% of 
employees. In second place, e-mail is preferred by 30.77% of respondents, and the last 
chat is preferred by 5.49% of employees. E-mail seems not to be the most common way 
of connecting in the office anymore.

The study has found that the largest proportion of staff was positively affected in the areas of IC.
There are recommendations to support IC within the surveyed company:
1. Enhance relationships among e-colleagues – to enccourage meaningful connections 

among e-workers through regular team-building activities and collaborative projects. 
Strengthening their relationships will enhance their sense of community with the 
company, reducing turnover rates and increasing productivity. They will feel more co-
nnected and more likely to cooperative effectively, which lead to higher performance 
and job satisfaction.

2. Increase daily contact with team leaders – to ensure that team leaders have daily 
check-ins with their teams through brief meetings or casual conversations to keep co-
mmunication lines open. Regular interaction helps to osolve issues promptly, employee 
feel valued, which influences overall engagement and productivity.

3. Clarify objectives – support informal communication methods like casual chats or infor-
mal meetings to discuss daily and weekly goals because when employees understand 
their tasks, their productivity is higher and reducing errors.

4. Build a culture of support – promote a company culture where asking for help is en-
couraged and normalized. It can be achieved through training programs and clear 
communication from leadership side about the importance of seeking support. Asking 
for help can prevent burnout. Employees who feel support they are more engaged and 
loyal to the company.

The difference pre- and post-COVID-19 is that e-working shows that, if this ground work can 
be laid, value-enhancing, high skilled work can be done in terms of behaviours that matter 
for sustainability.

Regarding the limitations of this research, we can underline that the sample of our survey 
only concerned employees from organization based in Greece but located various European 
countries and in a context of unprecedented crisis. Authors were limited in studying certain 
fields on more detail. Additionally, the spoken predominant language in organization was 
English and it may cause problems of understanding and interpretation of sets of questions. 
This research only explores the role of IC in an organizational context (formal, casual, organi-
zed, or unplanned).

For future research, it would be interesting to extend this research by conducting a qua-
litative study. Other studies could aim to add more companies in different sectors. Future 
research may focus on the implications of feedback in IC.
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ABSTRACT
The Visegrad countired, as countries of a  single grouping that have pledged to help 
each other and to deepen their trade with each other. These are the countries of the 
Slovak Republic, the Czech Republic, Hungary and Poland. The main objective of the 
article is to identify the overall level of trade of the Visegrad countries in the commodity 
wine and fresh grapes concerning the World, the Visegrad countries as a whole and the 
individual countries of the Visegrad country. The analysis shall take into account the 
monetary clarification of trade volumes in millions of euros. The commodity structure 
is based on the international HS system. The main analysis is carried out through the 
basic indicators of turnover, trade balance and RCA (Revealed Comparative Advantage). 
Hungary has a comparative advantage in the wine trade at the World level but also 
within the Visegrad countries. The Slovak Republic has both comparative advantages 
and comparative disadvantages within the World and the Visegrad countries, but most 
of all with the Czech Republic and Poland. The Czech Republic showed comparative 
advantages only with Poland. Poland has no comparative advantages with any of the 
Visegrad countries.

Keywords: wine sector, Visegrad countries, foreign trade, export, import, comparative 
advantages, Revealed Comparative Advantage

JEL Code: Q170

1 INTRODUCTION

Wine is a globally popular beverage, but production is located in very few places. It is esti-
mated that wine is produced in around sixty countries. Of these, many countries produce 
a negligible amount of wine. Countries that do not have the land area or climatic conditions 
to do so produce regional high-quality wines, but the quantity does not cover foreign markets 
and exports alone (Ayuda et al., 2020; Anderson and Pinilla, 2018; Rocchi and Stefani, 2002). 
The largest European traditional wine producers include coun- tries such as Italy, France, 
Spain and countries such as the USA, Australia, Chile, South Africa and New Zealand, which 
produce around 80–90% of the World volume. Interestingly (Dal Bianco et al., 2015). Claim 
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that almost half of the wines produced in wine producing countries are consumed outside 
their country of production (Holmes and Anderson, 2017). The biggest turning point in wine 
trade took place in the 1980s, when the potential for wine demand in foreign markets became 
apparent to countries due to changes in wine policy that affected wine-producing countries 
in Europe (Cembalo et al., 2014; (Morrison and Rabellotti, 2014; Aizenman and Brooks, 2008; 
Dion, 1952). However, according to BALOGH et al. (2018), the global share of European wine 
production is declining. For more efficient foreign trade, grape growers and wine producers 
need to share uniform and tailored rules and policies (Fleury and Fleury, 2003; Ring and 
Van de Ven, 1994). The role of these policies is to improve international relations with this 
commodity (Borák, J. and Vacek, T. 2018; Kuemmerle, 1999; Woodward and Rolfe, 1993). The 
Visegrad countries are the Slovak Republic, the Czech Republic, Poland and Hungary. It is 
a  specific group of countries located in the centre of Europe and character- ized by their 
historical links and political-economic relations. The countries have undergone changes in 
recent years which have had an impact on the structure of agriculture, particularly after the 
collapse of the former socialist system or the Eastern bloc. Restructuring has also affected 
foreign trade and, consequently, EU accession has brought new opportunities for agrarian fo-
reign trade. However, even without the countries’ accession to the EU, the Visegrad countries 
represent important foreign trade partners for each other in all economic areas (Svatoš and 
Smutka, 2014; Smutka, 2014; Smutka et al., 2013; Bojnec and Ferto, 2009; Basek and Kraus 
2009; Bussiereet al., 2005). The agrarian foreign trade between the Slovak Republic and the 
Czech Republic is specific in that for many years these countries formed a single state and 
have existed separately for a relatively short time (Bielik et al., 2013; Urban 1991). For both 
countries, wine is a popular alcoholic beverage and annual per capita consumption averages 
18 liters. However, Slovakia is a small wine producer and from a European perspective repre-
sents 0.2% of the total European production overall production is still decreasing and thus the 
negative balance in this sector is deepening (Judinová, 2018) The Czech Republic is no better 
off in the long term the country shows a negative balance, although in volume terms exports 
and imports are increasing every year, but imports still far exceed exports (Borák and Vácek, 
2018). Hungary has been one of the top wine-producing countries since almost the 18th cen-
tury and the largest wine producer, which is why it boasts an active trade deficit. Hungary 
has favourable conditions for viticulture although all countries are currently struggling with 
vineyard decline (State of the World Vine and Wine Sector in 2022, 2022; Bozzay, 2021; Pallás, 
E. I. et al., 2016). Poland does not naturally have good climatic conditions but is trying to deve-
lop and noble vineyards so that it can be grown there as well. Foreign trade is therefore more 
a matter of importing wine from various countries around the World and thus has a strongly 
passive trade balance. However, we can say that Poland is also a country where wine as an 
alcoholic beverage is very popular (Exporting wine to the Polish market, 2016; The alcoholic 
beverages market in Poland, 2014). The main objective of this article is to compare the foreign 
trade and comparative advantages of the Visegrad countries in the commodity group wine 
and fresh grapes.

2 METHODOLOGY AND DATA

The reference period, changes and developments in research is the span of years from 2000 to 
2022. The main commodity structure has been defined according to the internationally reco-
gnized HS system, namely HS code number 2204 in full: Wine of fresh grapes. incl. fortified 
wines; grape must. partly fermented and of an actual alcohol- ic strength of > 0.5% vol or gra-
pe must with added alcohol of an actual alcoholic strength of > 0.5% vol (Database - Eurostat, 
2024). In the first phase of the analysis, we analyzed the foreign trade of the individual coun-
tries with the World and within the Visegrad countries. In the second phase, we analyzed 
the basic foreign trade and the comparative advantages revealed in the trade of the Visegrad 
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countries with each other as follows: SK-CZ, SK-HU, SK-PL, HU-CZ, HU-PL, CZ-PL. The data for 
the individual analyses were taken from Eurostat public databases. Values are expressed in 
millions of euros. The following methods and calculations were used in the paper:

Base index – this is the evolution of a number over time. The method was used in the 
analysis of the development of foreign trade, i.e. Imports and Exports in individual countries 
with the World and the Visegrad countries, where we used the following relationship (1) 
(Matejková et al., 2013).

(1)
IB(t) = Qt / Q0

Where:

IB(t) ...... the base index of the selected current period, Qt – the value of the current period, 
Q0 – the value of the base period

Turnover and trade balance – are the basic indicators of foreign trade. The trade balance 
can take two forms, namely active and passive. Active, if it is a state when a country’s exports 
are higher than imports and passive if imports are higher than exports. The indicators are 
calculated according to the following relationships.

(2)
Turnover = Export + Import

(3)
Trade balance = Export – Import

Revealed comparative advantage (RCA) index – is used to determine the relative 
advantage or disadvantage in a commodity group in a given country (Revealed Comparative 
Advantage, 2021).

 (4)

Where:

xij  ......... the value of exports of the i-th product group of the analysed industry of country j, in our 
case it was the commodity group HS 2204;

mij- ........ the value of imports of the i-th product group of the analysed industry of country j, in our 
case it was the com- modity group HS 2204;

Xj ........... the value of total exports from country j, in our case the total exports consisted of agri-
food exports of the country, which were compiled from the commodity groups HS 01-24.



 FOREIGN TRADE OF WINE AND FRESH GRAPES IN THE VISEGRAD COUNTRIES 

39

Mj ..........value of total imports into country j, in our case total imports were agri-food imports of 
the country, which were compiled from HS commodity groups 01-24.

For the RCA indicator: RCA < 0 - induces comparative disadvantage, RCA > - induces revealed 
comparative advantages,

3 RESULTS

3.1 Foreign trade with Wine of fresh grapes of the Visegrad countries.

3.1.1 Foreign trade with Wine of fresh grapes in Slovak Republic
Slovakia is the smallest of the Visegrad countries. The overview of foreign trade (Table  1) 
reflects a fluctuating situation over the period under review. It is evident that the country 
is dominated by total imports of wine and fresh grapes, resulting in a passive trade balance 
for almost the entire period. The only exceptions are 2002 and 2003, when the country had 
an active trade balance. Within the framework of the Visegrad countries relations, the coun-
try trades extensively with the Visegrad countries. In this respect, the active trade balance 
has been more frequent from 2000  to 2003. This was followed by a  passive balance until 
2017 when the active and passive balances alternated. The curves show us that the country 
trades to a high extent in exports only with the countries of the Visegrad countries, but most 
importantly with the Czech Republic and Hungary. In terms of imports, the most important 
countries are Italy, Hungary and Germany.

PRODUCT
Wine of fresh grapes. incl. fortified wines; grape must. partly fermented and of an actual 
alcoholic strength of > 0.5% vol. or grape must with added alcohol of an actual alcoholic 
strength of > 0.5% vol.

CODE 2204

FLOW IMPORT EXPORT Turnover Balance IMPORT EXPORT Turnover Balance

INDICATOR Value in million € Value in million €

PERIOD Foreign trade Slovakia between World Foreign trade Slovakia between V4

2000 6.153 4.313 10.47 -1.84 2.247 3.994 6.24 1.75

2005 19.364 5.435 24.80 -13.93 8.151 5.180 13.33 -2.97

2010 67.963 10.901 78.86 -57.06 41.551 10.043 51.59 -31.51

2015 63.450 16.231 79.68 -47.22 29.738 14.988 44.73 -14.75

2022 69.266 25.840 95.11 -43.43 29.143 23.384 52.53 -5.76

Basic index 
2000/2005 3.15 1.26 2.37 7.57 3.63 1.30 2.14 -1.70

2005/2010 3.51 2.01 3.18 4.10 5.10 1.94 3.87 10.60

2010/2015 0.93 1.49 1.01 0.83 0.72 1.49 0.87 0.26

2015/2022 1.09 1.59 1.19 0.92 0.98 1.56 1.17 0.39

2000/2022 11.26 5.99 9.09 23.60 12.97 5.85 8.42 -3.30

Tab. 1 Perview table of Slovak Republic foreign trade in million € 
Source: Eurostat, own calculations (2024)
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The year 2004 became an important milestone for Slovakia’s foreign trade when the coun-
try joined the European Union. Although the active balance is still recorded in the years 
2000–2003, the total volume of imports increased significantly by up to 11 times over the who-
le period under review. Exports over the whole period increased only 6 times, which is almost 
half as much. Trade with the Visegrad coutries also had a rising character, with imports inc-
reasing 13 times and exports only 6 times. The rapidly increase in trade volumes took place in 
the first 5 years after EU accession.

3.1.2 Foreign trade with Wine of fresh grapes in the Czech Republic
The Czech Republic is a very important partner in foreign trade with Slovakia when in the 
past they formed one country. (Table 2) shows the development of trade in wine and fresh 
grapes for the period under review both at the level of foreign trade with the World and 
with the Visegrad countries. Looking at the trends, the total imports to the Czech Republic 
differ significantly, starting at around 29 million euros in 2000 and increasing up to 9.31 ti-
mes by 2022. Currently, imports of the commodity from all over the World amount to 
270 million euros. Paradoxically, the Czech Republic has huge imports from the World, but 
if we compare this with the volume of imports from the Visegrad countries, this volume 
represents only 18%. The highest growth in imports from the Visegrad countries was recor-
ded between 2005 and 2010 when imports increased 10 times. The biggest breakthrough 
came in 2013 when imports started to decline rapidly. Total exports are again very low and 
have not exceeded 50 million euros over the whole period under review. However, we can 
state that the trend has a rising character. And during the whole period under review, it has 

PRODUCT
Wine of fresh grapes. incl. fortified wines; grape must. partly fermented and of an
actual alcoholic strength of > 0.5% vol. or grape must with added alcohol of an actual alcoholic 
strength of > 0.5% vol.

CODE 2204

FLOW IMPORT EXPORT Turnover Balance IMPORT EXPORT Turnover Balance

INDICATORS Value in million € Value in million €

PERIOD Foreing trade Czechia between World Foreing trade Czechia between V4

2000 29.068 2.566 31.63 -26.50 11.706 1.310 13.02 -10.40

2005 86.923 4.960 91.88 -81.96 13.998 4.409 18.41 -9.59

2010 142.357 21.137 163.49 -121.22 142.357 21.137 48.95 -9.94

2015 175.850 26.529 202.38 -149.32 175.850 26.529 46.94 -6.18

2022 270.663 38.879 309.54 -231.78 50.013 10.536 60.55 -39.48

Basic index 
2000/2005 2.99 1.93 2.90 3.09 1.20 3.37 1.41 0.92

2005/2010 1.64 4.26 1.78 1.48 10.17 4.79 2.66 1.04

2010/2015 1.24 1.26 1.24 1.23 1.24 1.26 0.96 0.62

2015/2022 1.54 2.40 1.53 1.55 0.28 0.70 1.29 6.39

2000/2022 9.31 9.01 9.79 8.75 4.27 2.64 4.65 3.80

Tab. 2 Overview table of Czech Republic foreign trade in million €
Source: Eurostat, own calculations (2024) 
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increased 9 times, most significantly between 2005 and 2010. The worst is the export to the 
Visegrad countries, which has increased 2.6 times over the whole period, but since 2013 it 
has had a significantly de- creasing character. Overall, the Czech Republic shows a passive 
trade balance.

3.1.3 Foreign trade with Wine of fresh grapes in Hungary
Hungary is the second largest of the Visegrad countries in terms of area, but Hungary is con-
sidered a wine-growing and wine-producing country, as evidenced by its foreign trade. The 
country is the only one that has long been exporting a commodity in excess of its imports 
(Table 3). Exports of the commodity have shown an increasing trend over the long term. 
From the early 2000s to 2022, exports have increased almost 2 times. From this perspective, 
it may appear as if exports are stagnating or increasing only modestly. This is not the case, 
but rather a long-term stable situation, due to the fact that the average volume of Hungarian 
exports over this period is EUR 77 million. However, if we look at exports from the point of 
view of the Visegrad countries, we can state that exports to the Visegrad countries account 
for only 29% of the country’s total exports, and the country, therefore, exports 71% of its 
production to other countries in the World. Thus, since the Country is sufficiently self-suffi-
cient in this sector and has long been showing an active trade balance which has increased 
1.77  times in the last years 2015  to 2022  this growth has been the steepest of the whole 
period under review. Total imports into the country have shown a volatile pattern. With 
commodity imports being very low in the first five years, growing 7.7 times over the enti-
re period under review, a faster growth rate than exports. The highest change in imports 

PRODUCT
Wine of fresh grapes. incl. fortified wines; grape must. partly fermented and of an actual 
alcoholic strength of > 0.5% vol. or grape must with added alcohol of an ac- tual alcoholic 
strength of > 0.5% vol.

CODE 2204

FLOW IMPORT EXPORT Turnover Balance IMPORT EXPORT Turnover Balance

INDICATORS Value in million € Value in million €

PERIOD Foreing trade Hungary between World Foreing trade Hungary between World

2000 2.812 69.400 72.21 66.59 0.000 14.573 14.57 14.57

2005 10.903 57.929 68.83 47.03 0.025 12.315 12.34 12.29

2010 15.127 73.447 88.57 58.32 0.210 21.956 22.17 21.75

2015 19.144 74.051 93.20 54.91 0.323 21.266 21.59 20.94

2022 21.570 118.757 140.33 97.19 1.113 38.388 39.50 37.27

Basic index 
2000/2005 3.88 0.83 0.95 0.71 0.00 0.85 0.85 0.84

2005/2010 1.39 1.27 1.29 1.24 8.37 1.78 1.80 1.77

2010/2015 1.27 1.01 1.05 0.94 1.54 0.97 0.97 0.96

2015/2022 1.13 1.60 1.51 1.77 3.45 1.81 1.83 1.78

2000/2022 7.67 1.71 1.94 1.46 0.00 2.63 2.71 2.56

Tab. 3 Overview table of Hungary foreign trade in million €
Source: Eurostat, own calculations (2024)
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occurred between 2000–2005 and the highest import in value terms was in 2013 when the 
import volume reached 33 million euros. The country’s self-sufficiency in this sector is also 
reflected in the country’s  imports from the Visegrad countries, which are very low. Ie no 
imports in 2000 and 2001.

3.1.4 Foreign trade with Wine of fresh grapes in Poland
Poland boasts the largest land area of all the countries of the Visegrad coutries, but in terms 
of its geographical location on the planet, it does not have very good climatic conditions 
for the production of wine and fresh grapes. The country has therefore had a  long-stan-
ding passive balance of trade, and each year the passive balance is widening. (Table 4) The 
country’s total imports of the commodity have increased 7 times from the beginning to the 
current year 2022. Compared to the Visegrad countries, Poland has the highest imports in 
2022 at 380 million euros. This may point to an increase in wine con- sumption in Poland. In 
terms of imports from the Visegrad countries, we can state that Poland imports the commo-
dity to the country only to a small extent, with an average of EUR 7 million over the whole 
period under review. Compared to total imports, imports from the Visegrad represent 4% 
for the whole period. Within the total exports, there has been a long-term growth, and it has 
increased up to 57 times over the whole period and the significant years for growth were 
from 2015 to the present. In terms of commodityexports to the Visegrad countries, this is 
not such a progression, and we can state that the highest growth was recorded from 2000 to 
2010. Thus, Poland is looking for other countries to export its commodity.

PRODUCT
Wine of fresh grapes. incl. fortified wines; grape must. partly fermented and of an actual 
alcoholic strength of > 0.5% vol. or grape must with added alcohol of an actual alcoholic 
strength of > 0.5% vol.

CODE 2204

FLOW IMPORT EXPORT Turnover Balance IMPORT EXPORT Turnover Balance

INDICATORS Value in million € Value in million €

PERIOD Foreing trade Poland between World Foreing trade Poland between V4

2000 53.885 0.765 54.651 -53.120 5.619 0.032 5.65 -5.59

2005 90.576 1.196 91.772 -89.381 5.557 0.284 5.84 -5.27

2010 153.705 5.034 158.739 -148.671 5.009 1.739 6.75 -3.27

2015 222.258 5.551 227.809 -216.707 8.022 0.068 8.09 -7.95

2022 380.584 43.374 423.958 -337.211 6.748 0.001 6.75 -6.75

Basic index 
2000/2005 1.68 1.56 1.68 1.68 0.99 8.82 1.03 0.94

2005/2010 1.70 4.21 1.73 1.66 0.90 6.13 1.16 0.62

2010/2015 1.45 1.10 1.44 1.46 1.60 0.04 1.20 2.43

2015/2022 1.71 7.81 1.86 1.56 0.84 0.01 0.83 0.85

2000/2022 7.06 56.67 7.76 6.35 1.20 0.02 1.19 1.21

Tab. 4 Overview table of Poland foreign trade in million €
Source: Eurostat, own calculations (2024)
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3.2 Revealed Comparative Advantage Wine of fresh grapes on Visegrad 
countries

Like every country, the individual Visegrad countries have their stronger and weaker sectors. 
For a better understanding of the position of each country’s foreign trade within the Visegrad 
countries wine and fresh grape industry with the World and also the Visegrad countries, the 
paper highlights the comparative advantages within the RCA index analysis. The analysis of 
the wine and fresh grape trade reveals comparative ad- vantages in this sector in Hungary 
(Figure 1). This points to the findings that Hungary is indeed a strong country in this sector 
and during the period considered it only had a comparative advantage, while in 2000 and 

Fig. 1: Revealed Comparative Advantage All Visegrad countries with World
Source: Eurostat, own calculations (2024)

Fig. 2: Revealed Comparative Advantage All Visegrad countries with Visegrad countries
Source: Eurostat, own calculations (2024)
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2001  the country had no imports of the commodity into the country. Slovakia, despite be-
ing the smallest country in terms of size in this sector, had a comparative advantage in this 
sector until 2003. The second weak- est country in terms of comparative advantage is the 
Czech  Republic. Paradoxically, the Czech Republic is well known for its wine regions and 
high production in terms of wine and has very high imports, which may indicate a high con-
sumption of wine in the Czech Republic. However, the RCA index has a long-term com The 
RCA index reaches a nega- tive trend while. This indicates that Imports largely exceed exports. 
Therefore, the coun- try will never achieve a comparative advantage in this sector. parative 
disadvantage with the highest index value reaching ˗2.48  in 2021. The worst-performing 

RCA

SK and CZ SK and HU SK and PL HU and CZ HU and PL CZ and PL

2000 1.7047 - - - - 1.1562

2001 2.4442 -3.8055 - - - 2.3654

2002 1.8152 -3.5791 3.3989 4.7909 6.6321 2.5337

2003 1.5800 -5.4325 4.8679 10.1738 - 3.6741

2004 0.7016 -7.7189 1.0632 3.1699 13.2652 0.9677

2005 0.6726 -8.7172 2.2488 5.5373 - -1.4680

2006 0.3074 -2.8330 - 7.4489 8.0576 6.3893

2007 0.6826 -1.3864 2.8107 2.3512 - 1.1028

2008 0.5056 -2.7608 - 2.9141 - 2.4203

2009 -0.9103 -4.5449 - 3.6465 - 0.4477

2010 -0.4001 -6.7600 - 4.0287 - 0.5421

2011 0.2997 -5.7980 -1.6205 3.1950 - 0.9653

2012 0.3323 -3.2083 -1.6104 4.3892 7.5038 0.7712

2013 0.4188 -7.0361 -7.3034 3.7707 - 1.1660

2014 0.0589 ˗5.1556 1.6011 4.3488 - 1.2187

2015 0.5183 -6.4441 -0.5837 3.7499 - 3.0708

2016 1.3426 -6.3517 0.3497 3.7477 5.9141 5.1214

2017 1.9268 -6.7412 -2.6252 2.6152 7.0671 4.8269

2018 2.0394 -9.3880 -0.5006 2.7850 6.8813 5.3273

2019 2.1605 -5.2989 0.5863 3.0332 6.6372 3.5333

2020 2.0437 -4.8968 3.1126 5.0975 6.8119 6.5194

2021 2.5801 -5.5398 2.5114 7.2606 - 4.8766

2022 1.8525 -10.6514 -2.2190 6.3940 - 4.4866

Tab. 5 Summary table of the RCA indices of the Visegrad countries against each other
Source: Eurostat, own calculations (2024)
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country in the survey is Poland. Poland is generally a large country but with different climatic 
con- ditions where grapes and wine do not fare well. The RCA index is negative here, with 
Imports far exceeding Exports, and this country will never have a comparative ad- vantage in 
this sector. The lowest value of the RCA index in Poland was achieved in 2004 (volume ˗5.23).

In (Figure 2) the next part of the RCA index research, we focused on a narrower selection of 
countries with which the Visegrad countries trade. We compare foreign trade between indi-
vidual Visegrad countries with the foreign trade of the Visegrad countries as a whole. Closer 
analysis reveals that Hungary has high values in the uncovered comparative advantage in 
comparison the Visegrad countries, with the highest value of comparative advantage being 
11.48 in 2003. However, the RCA index itself indicates a downward trend from the early 2000s 
to the present. The lowest value is in 2009 at ˗1.35, which could be related to adverse climate 
changes or the impact of the economic crisis in 2008. Otherwise, Slovakia maintains a very 
conservative line.

The Czech Republic is slightly worse off, showing negative values throughout the period 
under review, which represents a  long-term comparative disadvantage, and the range of 
values is -2.73. Between 2007 and 2017, the performance was closer to 0 comparative advan-
tage. Again, the weakest region is Poland with long-term and significantly negative RCA index 
values reaching as low as ˗10.20.

3.3 Revealed Comparative Advantage Wine of fresh grapes between the 
Visegrad countries

A closer look at the trade of the Visegrad countries with each other yields some interesting 
findings, which are presented in (Table 5). In the table, the yellow color represents zero im-
ports and the blue color represents zero exports in the foreign trade of each country. The 
main objective was to find out the comparative advantages between the individual Visegrad 
countries. Significant and at the same time positive values of comparative advantages were 
shown by the Slovak Republic with the Czech Republic. It represents the largest share of the 
Slovak Republic exports to the Czech Republic. The only exceptions were the years 2009 and 
2010  where a  comparative disadvantage was demonstrated. However, the values largely 
exceed the level of 1. Therefore, we can assess that we are an important supplier of this co-
mmodity to the Czech Republic. In the second comparison between Slovakia and Hungary, 
we reach the opposite values, i.e. we reach a comparative disadvantage. As in the previous 
analyses, it emerges that Hungary is the dominant player in the Visegrad countries in the 
foreign trade in wine and fresh grapes. In 2022, Slovakia achieved the highest comparative 
disadvantage in comparison with Hungary at -10.65.

Poland is in third place in the Slovak Republic comparison. In this analysis, trade is very 
volatile and there were no exports of the commodity to Poland between 2008 and 2010.

Conversely, in 2000–2001 and 2006, there were no imports from Poland. All in all, Slovakia 
has a high comparative advantage vis-à-vis Poland. The relationship between Hungary and 
the Czech Republic has the same character as with Slovakia. Hungary’s comparative advantage 
over the Czech Republic goes well beyond Hungary and Hungary is an important supplier of 
commodities to the Czech Republic. The relationship between Hungary and Poland presents 
only two possibilities in 2002, 2004, 2012 and 2016–2020 Hungary had a comparative advan-
tage vis-à-vis Poland and in the other years, there were no imports from Poland to Hungary 
between the countries. In this case, Hungary achieved the highest RCA index value of 13.27. 
The last of the relationships is the Czech Republic and Poland. The RCA indices for the whole 
period show a comparative advantage on the side of the Czech Republic with the highest va-
lue in 2019 namely 5.33. The only exception was in 2005 when, on the contrary, Poland had 
a com- parative advantage.
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4 DISCUSSION AND CONCLUSIONS

The Visegrad countries show different behavior of foreign trade in wine and fresh grapes. 
This is due to the fact that each country has a different size and agricultural con- ditions for 
grape and wine production. As evidenced by the State of the World Wine and Wine Sector 
in 2022 by Bozzay (2021) and Pallás, E. I. et al, (2016) Hungary is a country characterized by 
its wine-growing regions, and this is evidenced by its foreign trade in this commodity. We 
have observed a long-term active trade balance and high exports of the country, which have 
been moving more slowly over the whole period under review, with an increasing character, 
which was only 1.71 times over the twelve years. However, this is indicative of the stability of 
foreign trade in this commodity. As far as total exports to the Visegrad countries are concer-
ned, this dynamic has been slightly more pronounced at 2.63 times from the initial year to the 
current year 2022. Imports are much lower as compared to exports although a more dynamic 
growth of imports has been recorded over the period under review at 7.67 times. Within the 
Visegrad countries, Hungary did not import anything into the country from 200 to 2001 and 
imports took off especially in 2005–2010. The RCA index indicates that the country has high 
compara- tive advantages both at the World level and for the Visegrad countries. Slovakia, as 
the smallest country in the analysis, surprised and came out of all the countries, that it trades 
mainly with the Visegrad countries. The trade balance turned out positive especially in the 
first years 2000–2003. The dynamics of total imports was at the level of 11.26 times from the 
beginning of 2000 to the present, and so were the imports of the Visegrad countries, which 
increased 12.97 times. Exports have increased approximately 6 times over the whole period, 
both to the World and within the Visegrad countries. Slovakia also surprised in comparative 
advantages in relation to the Visegrad countries, namely with the Czech Republic and Poland. 
The same situation is described by Judinová, (2018) and Rogovská (2018). The Czech Republic, 
also a major wine region, has long shown a passive trade balance. Comparative advantages 
have been revealed only with the country Exporting wine to the Polish market (2016) The al-
coholic beverages market in Poland (2014) Poland and towards the other Visegrad countries 
and the World only a  comparative disadvantage in this commodity has been revealed as 
evidenced by Borák and Vácek (2018). The steepest trend was in the Czech Republic’s  total 
imports of wine and fresh grapes into the country which increased 9.31 times over the period, 
as well as exports themselves increased 9 times. Exports to the Visegrad countries were less 
dynamic and increased only 2.64 times, but this is once as much as imports which increased 
4.27 times. Poland, as the largest country in terms of area, has slightly unfavorable climatic 
conditions to produce grapes and wine, which is why in the analysis the balance of trade has 
long been negative and deeply in negative figures. This is why the country’s imports are so 
high. The analysis showed that the country trades more with other World wine-producing 
countries than with the Visegrad countries. Negative values were also found for the compa-
rative advantages and disadvantages with the Visegrad countries. However, the dynamics 
of foreign trade shows that the country is interested in consuming wine because imports 
have increased 7 times in the period under review from a World perspective. In terms of the 
Visegrad countries, imports have increased only by a marginal 1.20 times. However, Poland 
is keen to develop its wine industry, and this is particularly evidenced by exports, which have 
increased by a factor of 56.67 Worldwide. From the point of view of the Visegrad countries, 
exports are more negative, and this is because the dynamics were shown from 2000 until 
2010, after which exports to these countries began to decline and, as a result, exports to these 
countries increased by a factor of only 0.02.
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ABSTRACT
Although AI-powered chat systems like ChatGPT can be trusted, we shouldn’t rely on 
them completely. They can sometimes produce irrelevant, misleading or even false 
responses, known as hallucination effects. The causes can be both systemic and user 
related. User behavior, particularly in the area of prompt engineering, has an impact 
on the quality and accuracy of the result provided. Based on the literature review, we 
have identified the most common types of hallucination effects and provided examples 
in created categories. Finally, we have highlighted what users should consider when 
writing prompts and given recommendations for them to minimize hallucination effects 
in responses obtained from AI systems. Understanding how hallucinations occur can 
help ensure that these powerful tools are used responsibly and effectively. However, 
the quality of responses is always a matter of judgment, and the user’s level of expertise 
and critical thinking is an important factor.

Keywords: artificial intelligence, AI systems, large language models, hallucination 
effect, text-to-text prompt engineering

JEL Code: O33, J24 

1 INTRODUCTION

Artificial Intelligence (AI) is rapidly penetrating various areas of human activity. Despite the 
strengths of AI, generative AI models such as GPT have limitations and weaknesses. One of 
these is the fact that they can produce seemingly credible but incorrect, irrelevant, misleading 
or even false answers (Shen et al., 2023), (Xiao and Wang, 2021). This phenomenon, known 
as the hallucination effect, is a  common problem in many large language models (LLMs) 
(Athaluri et al., 2023), (Bang et al., 2023), (Rohrbach et al., 2018). According to Bernard Marr 
(2023), hallucination in AI refers to the generation of output that may sound plausible but is 
either factually incorrect or unrelated to the given context. An AI hallucination is when an 
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AI makes up false information or facts that aren’t based on real data or events (Keary, 2024). 
Hallucinations are so common that OpenAI even warns users within ChatGPT that “ChatGPT 
may produce inaccurate information about people, places, or facts”.

1.1 Why is AI hallucination a problem?

The hallucination effect is an issue that can hinder user trust in AI systems. If the misinforma-
tion hallucinated by AI spreads like wildfire on the internet, making it appear authoritative 
and written by humans, it will undermine user confidence – making it difficult for users to 
trust information on the internet (Sushir, 2024). If AI systems produce incorrect or misleading 
information, users may lose trust in the technology, hindering its adoption in various sectors 
(Marr, 2023).

They are also ethically problematic, as inconsistencies in training data can lead to the mass 
dissemination of misinformation (Sushir, 2024). LLMs increase the ability to create realistic 
AI-generated fake content, which plays an important role in the misinformation phenomenon 
that our world is currently facing (Bontridder and Poullet, 2021). AI systems can expose users 
to legal threats if their responses are inaccurate or misleading. This is confirmed by Athaluri 
et al. (2023), who state that hallucinations can raise a number of ethical and legal issues and 
negatively affect decision-making. Poor decisions in areas such as health care can have se-
rious consequences.

Although several studies have already described the weaknesses of AI systems, no one has 
yet addressed the behavior of the users of these systems, which can also affect the accuracy 
of the result provided. There is also a lack of categorization of types of errors, including co-
rrective measures.

The aim of this paper is to identify the most common types of hallucination effects that can 
occur in responses generated by AI systems, provide examples and identify the main causes. 
Based on the results of the literature review, appropriate recommendations will be provided 
that will lead to the minimization of hallucination effects in the generated responses.

Research questions:
• What are the most common types of hallucination?
• What can users do to minimize the hallucination effect?

Categorizing the types of hallucination errors will help users of AI systems to understand 
what types of errors to look out for and how to modify their behavior to minimize these errors 
in their results.

2 LITERATURE REVIEW

2.1 LLMs

Large Language Models (LLMs) are deep learning models trained to understand and generate 
natural language. They use a two-stage training pipeline to learn efficiently from data. In the 
initial pre-training stage, LLMs use a self-supervised learning approach, which allows them 
to learn from large amounts of unannotated data without the need for manual annotation. In 
the subsequent fine-tuning phase, LLMs are trained on small, task-specific, annotated datasets 
to use the knowledge gained in the pre-training phase to perform specific tasks as intended 
by end users. As a result, LLMs achieve high accuracy on various tasks with minimal human-
-provided labels (Shen et al., 2023). The conversational artificial intelligence (AI) systems such 
as ChatGPT simulate a conversation with a human (Gupta et al., 2020). They can answer ques-
tions and provide information. The use of LLMs helps them to learn the grammar, syntax and 
context of different languages or subjects.
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2.2 Limits of LLMs

Research has revealed significant gender and racial bias in AI systems. Some facial analysis 
software couldn’t recognize a dark-skinned face until a person put on a white mask. When gi-
ven the task of guessing the gender of a face, some systems performed significantly better on 
male faces than female faces (Buolamwini, 2019). Another major problem with the LLM is po-
litical bias. A team of researchers from the Technical University of Munich and the University 
of Hamburg provided evidence that ChatGPT has a “pro-environmental, left-libertarian orien-
tation” (Hartmann et al., 2023). The same conclusion was reached by Fujimoto and Takemoto 
(2023). These results often arise from the AI model’s inherent biases, lack of understanding of 
the real world, or limitations of the training data. In other words, the AI system ‘hallucinates’ 
information on which it has not been explicitly trained, leading to unreliable or misleading 
responses (Marr, 2023).

According to Athaluri et al. (2023) AI hallucination usually occurs due to adversarial 
examples such as varied input data that confuse the AI systems into misclassifying and misin-
terpreting them, resulting in inappropriate and hallucinatory output. Bang et al. (2023) they 
concluded that the ChatGPT suffers from hallucination problems like other AI systems and it 
generates more extrinsic hallucinations from its parametric memory as it does not have acce-
ss to an external knowledge base. T. Sushir (2024) describes four basic types of hallucination:

• Sentence contradiction: This occurs when an LLM model produces a sentence that com-
pletely contradicts its previously asserted sentence.

• Factual contradiction: This type of hallucination occurs when the AI model presents false 
or fictitious information as fact.

• Prompt contradiction: This type of hallucination occurs when the output contradicts the 
prompt for which it generated an output.

• Random or irrelevant hallucinations: This hallucination occurs when the model produ-
ces output that is completely irrelevant to the given prompt.

Hallucinatory errors and weaknesses in AI models are usually caused by the following:

Cause Description of cause

Misinterpretation of ambiguous input LLMs may misinterpret ambiguous statements, leading to 
inaccurate or unintended responses.

Lack of contextual understanding Chatbots may struggle to maintain the context of a conversation, 
resulting in responses that seem unrelated or inappropriate.

Overconfidence
An AI model that makes overly confident predictions even when 
faced with uncertain or ambiguous input, leading to inaccurate 
responses.)

Lack of common sense reasoning AI models may lack common sense reasoning, leading to 
responses that seem illogical or impractical in certain situations.

Failure to recognize sarcasm or irony
AI systems may struggle to recognize sarcasm or irony in 
text, leading to literal interpretations and potentially incorrect 
responses.

Tab. 1 Causes of hallucinatory errors
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Kenny Lee (2023) identified three main factors that cause LLMs to hallucinate: training data, 
lack of objective orientation, and inappropriately worded sentences. First, large language 
models have been developed through unsupervised training on large and heterogeneous da-
tasets. These datasets come from many sources, making it difficult to ensure their impartiality 
and factual accuracy. The language model alone is not capable of distinguishing between 
truth and falsehood. Moreover, the inclusion of diverse and subjective perspectives within the 
training data further hampers the model’s ability to discern objective truths. As a result, the 
model generates outputs that are likely, based on the patterns it has learned during the trai-
ning process. Secondly, LLMs are susceptible to producing incorrect output when tasked with 
functions outside their training scope. Models such as GPT, Palm and Cohere are designed 
for broad natural language processing tasks. As a result, they may struggle to make accurate 
judgements when dealing with queries that require specialist knowledge in areas such as me-
dicine, law and finance. Thirdly, to operate a LLM, users enter text as prompts. These prompts 
guide the LLM to perform certain tasks, similar to programming, but using natural language 
rather than programming languages. It is therefore essential that users write these prompts 
with the utmost precision. If the prompt is out of context, the LLM may produce an incorrect 
or completely unrelated response to what the user intended.

2.3 Prompt Engineering

It follows from the above that there is only one way for the user to suppress the hallucinatory 
effects, and that is to write the prompts appropriately. However, the quality of the prompts we 
give to generative AI models plays a critical role in determining the quality and relevance of 
the output. Clear, detailed and well-structured prompts are more likely to produce desirable 
results, while vague or irrelevant prompts can lead to unsatisfactory results. The methodology 
of designing effective requests or queries (prompts) to large language models is called prompt 
engineering. There are many strategies and guidelines on how to write prompts correctly 
when communicating with a generative AI model (Korzynski et al., 2023).

2.3.1 Multi-turn prompting
Based on the responses generated by the model. Prompts are thus structured as a series of 
turns or exchanges between the user and the model. This structure allows the model to con-
sider the context of the entire conversation when generating a response, rather than just the 
most recent user input. This optimizes the quality and relevance of the generated responses 
(Bang et al., 2023). In this approach users provide input prompts and refine them over multi-
ple turns or iterations.

2.3.2 Few-shot prompting
Few-shot prompting refers to a technique in which the user is provided with a small number 
of desired output examples prior to entering the task (Song et al., 2022). This approach aims 
to enable AI models to perform a given task with only a small number of labeled examples 
or prompts. In few-shot prompting, the AI model is trained or fine-tuned on a limited set of 
examples that demonstrate the desired task. These examples are typically provided as pro-
mpts to the model, which then learns to generalize from them to perform the task on new 
inputs. The focus of few-shot prompting is to adapt to a specific task or domain with minimal 
supervision, using the model’s pre-trained knowledge to achieve task performance with few 
examples (Reynolds and McDonell, 2021).

2.3.3 Chain-of-Thought Prompting
Chain-of-thought (CoT) prompting focuses on facilitating multi-turn interactions or conver-
sations between the user and the AI model, allowing for more coherent and contextually 
relevant responses. In chain-of-thought prompting, the prompts provided to the AI model are 
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structured to guide the flow of the conversation over multiple turns. The prompts are designed 
to build on the context established in previous turns, creating a coherent chain of thought 
throughout the interaction. The key feature of chain-of-thought prompting is its emphasis on 
maintaining context and coherence across multiple turns of the interaction, allowing for more 
natural and engaging conversations between the user and the AI model (Wei et al., 2022).

2.3.4 Self-Consistency
Self-consistency is an approach that simply asks a model the same prompt multiple times and 
takes the majority result as the final answer. It is a follow-up to CoT prompting and is more 
powerful when used in conjunction with it (Cheng et al., 2023), (Wang et al., 2022).

2.3.5 Temperature
The temperature parameter is a key feature in controlling the creativity and randomness of 
the responses generated by language models such as GPT-4. It essentially determines how 
conservative or adventurous the model is in its predictions. When writing prompts, users can 
specify the temperature parameter to adjust the level of randomness in the generated respon-
ses. The temperature value typically ranges between 0 and 1, with lower values producing 
more conservative and deterministic responses, and higher values producing more creative 
and varied outputs. Users can experiment with different temperature values to explore the 
creativity and variety of responses generated by the model. Lower temperatures (e.g. 0.1 or 
0.2) tend to produce more predictable and coherent text that closely matches the training data. 
In contrast, higher temperatures (e.g. 0.7 or 1.0) introduce more randomness and variability, 
potentially leading to more imaginative but less reliable outputs (Mishra, 2023).

3 METHODOLOGY AND DATA

The basis of this study is a  critical review of the findings that deal with the hallucination 
effects that can occur in the text responses provided by LLMs such as ChatGPT, Bard and 
Bing. By analyzing the existing research and reviewing the literature, we will attempt to map 
the various examples of hallucination effects and then organize them into categories. We 
characterize each category with a brief description and give a typical example from prompt 
engineering practice.

Next, we look at the causes of hallucination effects. A review of the literature shows that 
the causes of response errors can be both LLM and user related, particularly in the area of 
prompt engineering. In our study we will not look at model-side causes because we cannot 
control for them. However, we will focus on errors that occur on the user side. This is mainly 
because the user can change his or her behavior in the future, but has no way of influencing 
the behavior of the system itself.

The literature review also shows that there are currently a  large number of different re-
commendations regarding the accuracy of prompts. We will try to select and provide those 
recommendations that will help to minimize hallucination effects. We hope that this paper 
will be a methodological guide for users, helping them to minimize errors in the responses 
generated by LLMs.
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4 RESULTS 

4.1 What are the most common types of hallucination?

By examining current research and reviewing the literature, we aimed to answer the research 
question: What are the most common types of hallucination effects? We looked for specific 
examples of hallucinations to identify different types and forms of hallucination effects that 
can manifest in responses. AI hallucinations can range from minor inconsistencies to comple-
tely false or fabricated responses, and could potentially mislead users who rely solely on the 
model’s responses without independently verifying the facts.

4.1.1 Unrealistic Cause and Effect
However, AI systems can produce results that express unrealistic cause-and-effect relation-
ships if the training data on which they have been trained contains biases or inaccuracies. For 
example, if an AI system trained on flawed data incorrectly concludes that “eating ice cream 
prevents sunburn”, this would be a hypothetical example of expressing an unrealistic cause-
-and-effect relationship. Srinivasan and Chander (2021) give an example of unrealistic cause 
and effect when “a child wearing sunglasses is labeled as a failure, a loser, a nonstarter, an 
unsuccessful person”.

4.1.2 Historical Revisions
Bernard Marr (2023) gives examples of LLMs inadvertently revising historical events. To 
the question, “When did Leonardo da Vinci paint the Mona Lisa?” he received the answer: 
“Leonardo da Vinci painted the Mona Lisa in 1815.” This was incorrect because the Mona 
Lisa was painted between 1503 and 1506, or perhaps as late as 1517. When asked, “Tell me 
a fact about George Washington,” he received the answer: “George Washington is known for 
inventing the cotton gin”. These claims are unrelated, as Eli Whitney, not George Washington, 
invented the cotton gin.

4.1.3 Unsupported Claims
LLMs could make unsubstantiated claims without providing evidence. In a promotional video 
released by Google in February 2023, its AI chatbot Bard made a false claim. It incorrectly 
stated that “the James Webb Space Telescope has captured the first image of a planet outside 
our solar system” (Sushir, 2024), (Keary, 2024). However, this claim was inaccurate. LLMs 
can produce information that doesn’t match the temporal sequences. For example, in the 
current conflict between Israel and Gaza, both the Bard and Bing systems incorrectly clai-
med that a ceasefire had been declared, probably based on news from May 2023. Bard then 
backtracked and said: “No, I am not sure that is correct. I apologize for my earlier response,” 
but also made up casualty figures for two days into the future (Gillham, 2023).

4.1.4 Racial and Gender Bias
AI systems have been found to perpetuate racial bias in predicting recidivism rates. One no-
table example is the COMPAS system, which predicts that black defendants are at higher risk 
of reoffending than they actually are, while the opposite is true for white defendants (Cossins, 
2018).

4.1.5 Misleading Information
Users may also receive information that is misleading or leads to incorrect conclusions. AI-
generated writing was suspected when the Microsoft Start travel pages published a guide to 
places to visit in the Canadian capital, Ottawa. While there were errors in the details of some 
locations, most of the comments about the article were about how it included the Ottawa Food 
Bank as a tourist hotspot, encouraging readers to visit on an empty stomach (Gillham, 2023). 
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Amazon’s Kindle Direct Publishing sold what appeared to be AI-written guides to foraging for 
edible mushrooms. One e-book encouraged the collection and consumption of legally protec-
ted species. Another mushroom guide included instructions that contradicted accepted best 
practices for identifying mushrooms that are safe to eat (Gillham, 2023).

4.1.6 Geographical Errors
AI-generated text can sometimes contain geographical errors, highlighting the importance 
of critically evaluating and fact-checking information generated by such models, especially 
when it comes to issues of geographical accuracy. Answers may include instances where 
places are incorrectly associated with different regions or countries, incorrect geographical 
boundaries or relationships between places, fictitious or non-existent places, or confusion be-
tween similar names. An example is the prompt “Name three cities in the United States” and 
the response “New York, Los Angeles, Toronto” (Lutkevich, 2023).

4.1.7 Random Output
Sometimes the output contradicts the prompt for which it generates output. LLMs can pro-
duce output that is completely irrelevant to the prompt given. For example, if the prompt is 
“Write an invitation to my friends for my birthday party”. The model might generate output 
such as “Happy anniversary, Mum and Dad”. (Sushir, 2024). A. Riaz (2023) confirms that AI 
systems can generate stories or narratives based on given prompts or data. However, due to 
limitations in understanding context or logical coherence, the stories generated may have 
nonsensical or illogical plots, resembling hallucinatory narratives.

4.1.8 Reasoning Errors
This type of error occurs when an AI system fails to apply correct logical reasoning or com-
mon sense to a problem. Reasoning errors are a significant challenge in AI, particularly for 
LLMs, which often struggle with tasks that require an understanding of the world that hu-
mans take for granted (Richardson and Heck., 2023).

We have divided the types of AI hallucinations into several categories, as shown in the Table 2.
It is important to recognize that all these examples illustrate the inherent limitations and 

potential risks associated with LLMs, particularly in terms of their ability to generate accurate 
and contextually appropriate information. AI hallucinations are a significant barrier to the 
reliability and accuracy of AI-generated content. Users are advised to approach the output of 
such models with caution and critical evaluation. Mitigating these challenges requires a com-
prehensive strategy that includes improved context awareness and user education.

4.2 What can users do to minimize the hallucination effect?

While the AI systems themselves cannot be influenced by users, the input they provide as 
prompts can. It’s therefore crucial to provide clear and specific prompts, while unclear, ina-
ccurate, inconsistent or contradictory prompts should be avoided (Sushir, 2024), (Lutkevich, 
2023).

4.2.1 How to prevent AI hallucinations generally
While artificial intelligence has notable strengths, generative AI models such as ChatGPT 

have limitations and vulnerabilities. Hallucinations are considered an inherent part of LLMs. 
However, there are ways to reduce hallucinations. First, company owners must ensure that 
the AI model’s training datasets are regularly updated and expanded to account for and keep 
up with cultural, political, and other evolving events (Sushir, 2024). In addition, AI hallucinati-
on can certainly be minimized by improving training inputs through the inclusion of diverse, 
accurate, and contextually relevant datasets, as well as frequent user feedback and the invol-
vement of human reviewers to evaluate the outputs generated by an AI system Athaluri et al. 
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(2023). Providing users with information about how the AI model works and its limitations 
can help them understand when to trust the system and when to seek additional verification 
(Marr, 2023). However, apart from solutions to this problem on the part of AI systems, the-
re are several ways in which users can avoid or minimize the occurrence of hallucinations 
when communicating with LLMs.

4.2.2 Best practices for prompt writing to minimize hallucinations
Providing clear and specific prompts, along with the relevant context, is essential when inte-

racting with an AI system. This clarity helps to guide the system towards the intended output, 
thereby increasing the accuracy and relevance of the response. Including detailed context 
in prompts allows the AI to better understand the nuances of the request, minimizing the 
likelihood of generating irrelevant or incorrect information. Therefore, users should carefully 
consider the information they provide to ensure it is comprehensive and relevant. By doing 
so, they can significantly improve the efficiency and effectiveness of the AI’s performance. 
Korzynski et al. (2023) state that effective prompting may include:

• Context – includes information about the role the model is to play in the task, or any ne-
cessary information about the situation that may justify it. Example: “You are a human 
resources manager in a trading company.”

• Instruction – the task to be performed. Example: “Write an email to the customer offering 
new products”.

• Input data – data and facts that the model should use to complete the task. Example: key-
words to include in the response.

Name of 
category Short description Example of response

Unrealistic 
Cause and 
Effect

LLMs might suggest unrealistic cause-and-
effect relationships.

“A child wearing sunglasses is labeled as 
a failure, loser, nonstarter, unsuccessful 
person.” (Srinivasan and Chander, 2021)

Historical 
Revisions

LLMs may inadvertently revise historical 
events.

“Leonardo da Vinci painted the Mona Lisa in 
1815.” (Marr, 2023)

Unsupported 
Claims

LLMs could make unsupported assertions 
without providing evidence.

“The James Webb Space Telescope had 
taken the first image of a planet outside our 
solar system.” (Sushir, 2024)

Racial and 
Gender Bias

LLMs perpetuate racial biases in predicting 
recidivism rates.

“Black defendants pose a higher risk of 
recidivism.” (Cossins, 2018)

Misleading 
Information

LLMs might provide information that is 
misleading or leads to incorrect conclusions.

“The Ottawa Food Bank is a tourist hotspot” 
(Gillham, 2023)

Geographical 
Errors

LLMs may provide inaccurate information 
about locations.

“New York, Los Angeles and Toronto are 
three cities in the United States.” (Lutkevich, 
2023)

Random 
Output

LLMs generate completely irrelevant output 
to the given prompt.

“Happy anniversary, Mom and Dad.” (Sushir, 
2024)

Reasoning 
Errors

LLMs produce outputs that defy common 
sense.

Prompt: “When I was 6, my sister was half 
my age. Now I’m 70. How old is my sister?”
Output: “35”
(Richardson and Heck, 2023)

Tab. 2 Types of errors in the LLM responses
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• Expected output format – information about the format and type of output in which the 
answer is to be provided. Examples: “Generate a CSV file. Generate Python code”.

The use of idiomatic expressions, colloquial slang, or overly technical terminology can also 
obscure contextual understanding when interacting with AI systems. Users can adjust the 
temperature parameter, which controls the degree of randomness in the output. A  higher 
temperature setting increases the variety and creativity of the text, allowing outputs that may 
exceed the expectations set by the input. However, this increase in randomness also increases 
the likelihood of producing responses that do not strictly follow the input patterns, potentially 
resulting in outputs that could be perceived as incorrect or misleading in certain situations. 
Conversely, a lower temperature setting will produce more consistent and predictable outputs 
that closely match the input patterns. This reduces the likelihood of producing outputs that 
are incorrect or misleading.

A notable limitation of Large Language Models (LLMs) is their tendency to produce ina-
ccurate results in tasks requiring multi-step reasoning, such as arithmetic or logic problems. 
However, the accuracy of these models improves significantly when they are given multiple 
examples (few-shot learning), instructed to break down tasks into sequential steps (chain of 
thought) and to aggregate their results. This can significantly reduce the hallucinatory effects. 
Another effective strategy for improving accuracy is the self-consistency method. This tech-
nique is based on the premise that complex reasoning problems can often be approached in 
different ways but still lead to the same correct answer. Introduced by Wang et al. (2022), this 
method has been shown to significantly improve performance on arithmetic and common 
sense reasoning tasks across several large language models of different scales. In addition, 
the self-evaluation technique allows users to distinguish between correct and incorrect an-
swers. By asking a model to generate responses along with probabilities of their correctness, 
users can use these well-calibrated probabilities to filter out likely incorrect responses. This 
technique assumes that the model is generally aware of its own knowledge limitations, thus 
allowing for more reliable filtering of the generated output (Kadavath et al., 2022).

5 CONCLUSION

AI systems have made significant progress, but they are not error-free. It is crucial for users 
to recognise these limitations in order to accurately assess AI-generated responses. Ultimately, 
the evaluation of such results must rely on human judgment. The user’s expertise and robust 
critical thinking skills are particularly important. Our research aimed to identify the most 
common risks associated with the use of AI systems. We identified the most common types of 
hallucinatory effects in text responses and provided guidelines for users to reduce errors in 
the responses they receive from these systems. An open question is whether it is possible to 
completely eliminate or correct hallucinations in AI.
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ABSTRACT
The main ideas, on how to use algorithms from the Graph Theory to improve the 
process of Multicriteria Analysis were presented in the paper (Farana, 2016). This paper 
presents practical results obtained by the use of these algorithms in practical decision-
making procedures when multicriteria analysis has been used.

Graph algorithms were used in two situations when determining the values of the 
weights of decision criteria. First was the checking, if the Fuller’s triangle, filled in by 
an expert, is filled in correctly. For this verification, a complete graph is used in which 
the vertices represent the criteria the orientation of the edges their mutual significance. 
A method of gluing vertices could be used for criteria with the same significance. The 
resulting graph must be acyclic. Twenty-five decision tasks with seven or more criteria 
were analyzed and the obtained results will be presented in the paper.

The second application was the elimination of the overdetermination of the assessment 
in Saaty’s method. A spanning tree describing dependencies between criteria has been 
used according to the algorithm in (Farana, 2016). Obtained results were compared 
with the full Saaty’s matrix when the number of compared pairs of criteria is k – 1 for 
k criteria, compared to the number of k(k – 1)/2 in the classic Saaty’s method. Fifteen 
decision tasks with seven or more criteria were analyzed and the obtained results will 
be presented in the paper. The paper presents the differences between the assessment 
given directly by experts and the assessment obtained using the spanning tree and 
shows that the described method is applicable in practice. The experience of experts 
using the proposed procedure, obtained through a  guided interview, was mostly 
positive.

Keywords: decision making, multicriteria analysis, graph theory, Fuller triangle, 
Saaty’s method, acyclic graph, spanning tree

JEL Code: D81 Criteria for Decision-Making under Risk and Uncertainty 
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1 INTRODUCTION

Methods of multi-criteria analysis of variants (multi-criteria decision-making) are described 
in several publications, e.g. (Multi-criteria analysis, 2009; Triantaphyllou, 2000; Jablonský, 
2007; Malakooti, 2013) and are still the source of several applications in solving complicated 
decision-making tasks, see e.g. (Borovcová, 2010). There are also many publications focused 
on the quality of value estimation and comparison of different approaches, see e.g. (Agarski, 
2019).

Number of criteria Number of 
experts Expert experience Number of 

problems 
Longer cycle 
length

7 7 Experienced 0 0

9 8 Very experienced 0 0

8 6 Inexperienced 1 3

11 10 Experienced 1 3

7 8 Inexperienced 0 0

9 7 Inexperienced 0 0

8 5 Experienced 0 0

8 7 Very experienced 0 0

9 7 Inexperienced 1 3

10 12 Experienced 1 4

12 11 Experienced 0 0

7 7 Very experienced 0 0

8 7 Very experienced 0 0

7 9 Inexperienced 1 3

9 7 Experienced 0 0

9 9 Experienced 0 0

10 8 Inexperienced 0 0

8 6 Very experienced 0 0

7 7 Experienced 0 0

8 5 Experienced 0 0

9 7 Very experienced 0 0

12 8 Experienced 2 3

8 7 Experienced 0 0

7 5 Very experienced 0 0

9 7 Inexperienced 0 0

Tab. 1 Results of using Fuller’s triangle in implemented multi-criteria decision-making tasks
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We use the knowledge of experts to choose the best option while respecting a large num-
ber of, often conflicting, criteria. Above all, in the phase of determining the importance of 
individual criteria. Several methods have been gradually developed that try to help experts 
in determining the importance of criteria, especially when there are more of them. The 
Fuller’s  triangle and the Saaty’s  method are particularly effective methods. Unfortunately, 
the facilitation of expert decision-making is balanced by the danger of conflicting evaluation, 
which can negatively affect the result of the entire multi-criteria analysis, because we know 
from practice that these tasks are often very sensitive to the significance of the criteria. In 
other words, even a small change in the significance of the criteria can cause a significant 
change in the resulting evaluation of the variants.

The paper (Farana, 2016) presented how we can effectively use methods known from Graph 
Theory, e.g. (Gross, 2006), to detect these inconsistencies or even avoid them. This paper pre-
sents practical experiences from the use of these methods.

2 FULLER’S TRIANGLE 

Fuller’s triangle (also called the Pairwise comparison method), is a way to compare and deter-
mine the significance of a large number of evaluation criteria. The expert is presented with 
a set of all pairs of criteria with a request to mark which of the pair is more important, or may 
also mark both as equally important. This greatly simplifies his decision-making on the one 
hand, but at the same time, there is a danger that his opinion will be inconsistent.

This contradiction cannot be resolved and in more complex cases it is possible that it will 
not even be detected. For this, we can advantageously use a graph (complete), in which the 
vertices represent the criteria and the edges of their mutual evaluation. Firstly, we use the 
method of gluing for vertices with the same importance, next we orient the edges towards 
a more significant criterion. The resulting graph must be acyclic. If the graph contains cycles, 
the evaluation is inconsistent.

Table 1 presents the obtained results of using Fuller’s triangle in implemented multi-criteria 
decision-making tasks with 7 or more criteria. It is evident that a very small number of pro-
blems have been identified. The typical length of the cycle is 3. Experts with little experience 
made the most mistakes.

A structured interview method was used to identify the source of faults. Most often, the ex-
perts stated that they found the criteria to be very similarly important, but for some reason, 
they did not mark them as equally important. This also shows the possibility of removing the 
cycle by marking all criteria in the cycle as equally important.

An interesting fact was discovered during the discussion with very experienced experts. 
A number of them stated that they were aware of the danger of inconsistent evaluation. And 
they prevent it by ranking the criteria in order of importance before they begin to fill in 
Fuller’s triangle. Then the question is whether to use directly the method of order to determi-
ne the significance of the criteria.

3 SAATY’S METHOD

Saaty’s method is a well-known method that enables a more sensitive evaluation of criteria 
(Saaty, 1977). Expert is evaluating every pair of criteria using values from 1 to 9 to determine 
the strength of preferences. Since all pairs of criteria are compared, the same problem as in 
Fuller’s triangle can arise, i.e. the creation of a cycle. Then also the same method to identify 
the cycle, described above, can be used. However, the possibility to express the importance 
of preferences brings additional risks of inconsistency in evaluation. To eliminate overde-
termination of evaluations, it is possible to use a graphic interpretation of the relationships 
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between the criteria in the form of a graph. In this graph, we will find the spanning tree (any 
of them), we will evaluate criteria pairs at the spanning tree only, and calculate the rest of the 
evaluations (Farana, 2016). 

Table 2 presents an example of five criteria (A to E) evaluation when only pairs A-B, B-C, 
A-D, and A-E were given by an expert and all rest values were calculated. It is evident, that 
the main diagonal contains values of 1, and the reciprocal values we obtain according to the 
relation (B-A) = 1/(A-B).

The next procedure already respects Saaty’s method, so we determine the weights of the 
criteria and we can check the consistency of Saaty’s matrix by calculating the variance estima-
te. The resulting value for the example from Table 2 is 0.155, and for five criteria a variance 
estimate of less than 0.2 is required. 

Fifteen decision tasks with seven or more criteria were analyzed and experts were asked 
about their opinion on this method. The obtained results were significantly dependent on the 
experience of the experts:

Very experienced – neutral opinion, they do not see a problem in the overdetermination of 
the assessment, and they are not concerned about inconsistent assessment.

Experienced – predominantly positive opinion, they see the danger in the overdeterminati-
on of the assessment, and they are concerned about inconsistent assessment.

Inexperienced – a completely positive opinion, they see a danger in the overdetermination 
of the assessment, and they are very concerned about inconsistent assessment. They prefer to 
provide as few ratings as possible.

4 RESULTS

The paper presented two possible applications of algorithms from graph theory using classical 
methods for determining the significance of criteria. Sophisticated methods of evaluating the 
importance of criteria such as Fuller’s triangle or Saaty’s method carry the risk of inconsistent 
evaluation. The presented applications of algorithms from graph theory allow inconsistencies 
to be detected or even eliminated.

5 DISCUSSION AND CONCLUSIONS

The use of graph algorithms gives new options to support decision-making, many publicati-
ons are focused on this area, see e.g. (Nordeman 2020, Nestrenko 2022). But classical methods 
are still used and the use of presented procedures and applications from graph theory can 
significantly support them. The results achieved and the opinions of experts, presented in this 
paper, prove it.

A B C D E

A 1 1 1/5 1/3 5

B 1 1 1/5 1/3 5

C 5 5 1 3 9

D 3 3 1/3 1 7

E 1/5 1/5 1/9 1/7 1

Tab. 2 Saaty’s table calculated from the expert’s evaluations
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ABSTRACT
The paper focuses on the estimation of the MIMIC model for quantification of VAT 
gap. MIMIC model is a  specific type of structural equation models, which treats the 
VAT gap as a latent unmeasurable variable whose emergence and size are influenced 
by causes and whose presence is reflected in indicators; causes and indicators must 
be measurable. The contribution of this model is identification of causes of VAT gap, 
that are potential sources of VAT collection inefficiencies. The MIMIC model was 
built on data from selected European countries and according to the model VAT gap 
has these significant causes: openness of economy, corruption perception index, 
general government expenditure, final consumption and e-government development 
index. Developed using data from European countries, the model can be applied on 
each of these countries for quantification of VAT gap. These outputs can support the 
recommendations leading to improved efficiency of VAT collection.

Keywords: VAT gap, determinants of VAT gap, efficiency of VAT collection, MIMIC model, 
structural equation model

JEL Code: C39, C51, H26 

1 INTRODUCTION

Value added tax (“VAT”) is one of the most important tax sources in most European countries. 
However, it is often connected with the risk of tax evasion. According to the estimates of the 
European Union (“EU”) in 2020, the total VAT evasion loss was 93 billion euro, this means 
that every second of the year 2020 cost the public budgets of the EU member states around 
3.000 euro (Baert, 2023). Tax evasion generally poses threats to the economic environment, 
the tax system and society. According to Novysedlák and Palkovičová (2012), tax evasion and 
tax avoidance ruins the economic environment because some entities gain an advantage that 
may in the long run encourage other entities to similar practices, even if tax evasion was 
not their first intention. Moreover, tax evasion is a major source of inequality, regardless of 
a country’s redistribution objective (Argentiero et al., 2021). 

When dealing with tax evasion and examining tax collection efficiency, the tax gap can 
provide valuable information. In the case of VAT, the VAT gap has become an indicator of 
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VAT fraud (Moravec et al., 2021). VAT gap is defined as the difference between the amount of 
VAT that should be collected under the legislation and the VAT actually collected (Carfora et 
al., 2020). The VAT gap covers revenues lost due to tax frauds and also due to bankruptcies, 
taxpayer insolvency or tax liability miscalculations (Jonski & Gajewski, 2022).

When quantifying the VAT gap, econometric methods make it possible to consider more 
aspects, for example the quality of public sector institutions or the level of digitalization of the 
public administration. This paper while building multiple indicator multiple causes (hereinaf-
ter ‘MIMIC’) model considers variables such as unemployment, openness of economy, index 
of economy freedom, corruption perception index (hereinafter ‘CPI’), general government 
expenditure, final consumption expenditure, e-government development index (hereinafter 
‘EGDI’) as causes of the VAT gap. The existence of a VAT gap is evidenced by the growth of GDP 
(gross domestic product) per capita and VAT revenue (indicators). 

Contribution of this paper is the MIMIC model with data from selected European countries, 
that model can be applicable to these countries. 

2 LITERATURE REVIEW

For estimating the VAT gap and the tax gap in general, there are three approaches in the lite-
rature: the bottom-up approach, the top-down approach and methods based on econometric 
modelling (Alm, 2012; Kasnauskienė and Krimisieraitė, 2015; Poniatowski et al., 2020). The 
bottom-up approach is based on tax audits and direct interviews with taxpayers (Alm, 2012). 
According to Novysedlák and Palkovičová (2012) into bottom-up approach belong these me-
thods: selection of a random sample of taxpayers and targeted controls based on risk analysis. 
Gajewski and Jonski (2022) alert, that tax authorities using the second mentioned method tar-
get taxpayers with the highest expected value of unreported tax liabilities, so such data source 
could lead to overestimation of the gap. 

The top-down approach processes macroeconomic data and international accounts data 
that cover the entire national economy (Poniatowski et al. 2020). As data sources can be used 
data from statistical offices on the production of gross domestic product or supply and use 
tables which provide information on the production of individual industries but also on the 
consumption by these industries and sectors of the national economy. 

In contrast to the other two approaches, the approach based on econometric modelling 
not only provides information about the size of tax evasion, but also identifies the factors 
and determinants that have influence on its size. On the other hand, the disadvantage is that 
the econometric model can only determine the development (year-on-year changes) of tax 
evasion over time; its value in the base period needs to be determined by another method 
(Kasnauskinė and Krimisieraitė, 2015; Schneider, 2005).  

The MIMIC model was pioneered by Frey and Weck-Hanneman (1984), who used it to es-
timate the extent of the shadow economy in member states of Organization for Economic 
Co-operation and Development (hereinafter ‘OECD’). Schneider et al. (2010) and Tedds (2005) 
also used it in connection with calculation of share of the shadow economy on GDP. Frey and 
Weck-Hanneman (1984) chose this method in response to the fact that all approaches used 
until that time assessed the extent of the shadow economy on the basis of just one indica-
tor depending on the method used (the currency in circulation – the demand for currency 
approach) and moreover, they did not consider almost any other causes of the shadow eco-
nomy. The MIMIC model was also used for research into the determinants of the VAT gap in 
Lithuania (Kasnauskienė and Krimisieraitė, 2015). 

Using MIMIC model it is possible to include into the calculation of VAT gap variables such as 
e-government development index (hereinafter ‘EGDI’), this variables have not been conside-
red regards VAT gap calculation in several European countries yet. 
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3 METHODOLOGY

3.1 Variable selection

The following section introduces variables for the MIMIC model. Two types of variables are 
needed for this model, causes and indicators. Table 1 consists of candidate variables as causes 
and indicators, short explanation, source of the data and authors, who have already conside-
red these variables regarding VAT gap.

Center for social and economic research ( hereinafter ‘CASE’) included among the possible 
determinants of the VAT gap the unemployment rate as an indicator of taxpayers’ liquidity di-
fficulties (Poniatowski et al. 2018). The unemployment rate also expresses income inequality 
or poverty (Reckon, 2009). In this research, unemployment will be understood as an index of 
the economic cycle.

The openness of an economy is expressed as the share of the sum of imports and exports on 
a country’s GDP. This variable was examined by Aizenman and Jinjarak (2008) and also more 
recently by Carfora et al. (2020). According to these authors, the openness of an economy has 
a positive effect on the efficiency of VAT collection, i.e., it reduces the VAT gap. According to 
the research by Pluskota (2022), the factor of the share of foreign trade (exports and imports) 
in GDP is significant for the whole EU.

Variable Explanation Author Source

Causes

Unemployment rate
Poverty, income 
inequality, index of the 
economic cycle

Poniatowski et al. (2018); 
Reckon (2009) Eurostat

Openness of economy
Risk of carousel fraud, 
the openness of the 
economy

Zídková and Pavel (2016) Eurostat

Index of economic freedom Government quality, tax 
burden, open market Godin and Hindriks (2015) The Heritage 

Foundation

CPI Government quality, 
corruption perceived Reckon (2009); CASE (2013) Transparency 

International

General government 
expenditure Size of the public sector Reckon (2009); Zídková and 

Pavel (2016) Eurostat

Final consumption
Purchases of final 
consumers, potential 
VAT base

Zídková and Pavel (2016) Eurostat

EGDI

Information 
technologies in 
government and tax 
offices

Poniatowski et al. (2020) United  
Nations

Indicators

Growth of GDP per capita
Reflection of tax 
evasion between 
taxpayers

Kasnauskienė and Krimisieraitė 
(2015) Eurostat

VAT revenue on GDP Level of VAT revenue in 
each country

Kasnauskienė and Krimisieraitė 
(2015) Eurostat

Tab. 1 Candidate variables as causes and indicators
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Openness of economy also brings an opportunity for missing trade, intra community fraud 
and carousel fraud (Frunza, 2019). In this case openness of economy has a negative effect on 
the efficiency of VAT collection.

The efficiency of the tax system is strongly influenced by the quality of the government 
which means mainly the formulation and implementation of various regulations but also the 
degree of independence of tax administration of political pressure (Godin & Hindriks, 2015). 
According to the findings of Chan and Ramly (2018), the redistributive effect of the VAT system 
also depends on the quality of the government structure, otherwise the VAT system could be 
highly regressive and widens income inequality.

The index of economic freedom has 12  principles for sustained progress and prospe-
rity, many of which involve the quality of government, as described above (The Heritage 
Foundation, 2023).

CPI is another variable entering the model. CPI measures, how corrupt each country’s pub-
lic sector is perceived to be according to experts and businesspeople, higher CPI means lower 
perceived corruption in country (Transparency International, 2023).  CPI is next to the Index 
of economy freedom another sign of quality of public institution. Reckon (2009) included CPI 
into its econometric analysis of VAT gap and it showed up as the variable with the strongest 
relationship with the size of the VAT gap, lower perceived corruption is connected to the lo-
wer VAT gap. 

CASE also included CPI into its regression analysis of VAT gaps’ determinants, but its results 
showed positive, however insignificant, relationship between VAT gap and CPI, it indicates 
that improvement in perception of corruption within a country is connected to the higher 
VAT gap (Barbone et al., 2013). CASE (Barbone et al., 2013) and Reckon (2009) reached opposite 
results about relationship between CPI and VAT gap. 

For the purpose of the model, government expenditure is expressed as a share of GDP in 
each country. Reckon (2009) included government expenditure in his research into the causes 
of the VAT gap because it reflects both the total tax burden and also the size of the public sector 
with tax audits and other types of regulation. Zídková and Pavel (2016) included government 
spending as a share of GDP in their study on the causes of the VAT gap because it reflects the 
size of the public sector. They argue that a larger size of the public sector will lead to a reduc-
tion in the VAT gap.  

Final consumption expenditure is the part of the expenditure that is spent mainly by house-
holds  on goods and services that will be used to directly satisfy individual needs (Eurostat, 2016).

There are purchases by final consumers which can proxy potential VAT base (Zídková and 
Pavel, 2016). These purchases can be made in cash and as such they do not come under 
the scrutiny of the tax authority. A study carried out by Immordino and Russo (2018) shows 
that cashless payments negatively affect the VAT gap. Even for this reason, cash final con-
sumption is much more problematic for VAT collection than intermediate consumption by 
manufacturing businesses, which can claim VAT deductions on their purchases (Zídková and 
Pavel, 2016).  

EGDI is an index produced by the United Nations for its member states and it is to reflect 
how countries use information technology (United Nations, 2023). The use of this index hel-
ps to take into account advancing digitalization whose purpose is to eliminate tax evasion. 
CASE used Information Technology expenditures related to GDP in order to capture the effect 
of implementing innovative processes into tax administration, result of their research show 
a statistically significant negative effect of Information Technology expenditures on GDP on 
VAT gap (Poniatowski et al., 2020). Digitalization will allow the government to access and ana-
lyse the necessary information, which will increase the efficiency of tax collection (Alm, 2021). 

GDP per capita will be used as the first indicator to reveal VAT collection inefficiency, in par-
ticular VAT evasion. Schneider et al. (2013) used this variable as an indicator when examining 
the shadow economy, arguing that the informal economy must necessarily be reflected in 
the formal economy that is captured by the statistical offices. Kasnauskienė and Krimisieraitė 



 DIFFERENT INSIGHT INTO THE VAT GAP USING MIMIC MODEL 

69

(2015) examined the determinants of the VAT gap using the MIMIC model and used real GDP 
per capita as one of the indicators to eliminate the effect of inflation. For the purpose of the 
MIMIC model, the VAT revenue is expressed as the share of VAT collection in the GDP of 
each country, so it can be comparable with each other. This variable was chosen as a second 
indicator as tax noncompliance must necessarily be reflected in a decrease in VAT revenue 
(Kasnauskienė and Krimisieraitė, 2015). 

3.2 MIMIC model

MIMIC model is based on the statistical theory of a latent (unobserved) variable which is me-
asured using multiple measurable causes and indicators. 

The MIMIC model is a specific type of structural equations model, consisting of two models: 
a structural model and a measurement model (Schneider et al., 2010). To estimate the vari-
ance of a latent variable, the MIMIC model uses unstandardized estimates, which means that 
the first indicator is always fixed at level 1 and is called the reference indicator. All the other 
estimates change by a given coefficient, if the reference indicator changes by 1 (Acock, 2013). 

In addition to several measurable (observed) variables, there is also a  latent variable in 
these two models, but in each model, it has a different “role”.  In the structural model, the 
latent variable is the dependent variable that is influenced by the measurable variables ente-
ring the model. The equation can be expressed as follows:

(1)

ηt=γ´xt + ςt

Where xt´ is a  (1*q) vector of time series xit´ i=1,….,q containing potential causes of the hidden 
variable ηt and γ´ is a  vector of coefficients expressing the relationship between the hidden 
variable and their causes. ςt expresses the error term.

In the measurement model it is true that the latent variable is independent, whereas the 
measurable variables entering the model are dependent on it.

(2)

yt = ληt + εt

Where y´ is a  (1*p) vector of time series of indicators of the hidden variable, λ is a  vector of 
regression coefficients. ε´ is a vector of white noise.

The latent unobserved variable, the VAT gap in this case, is first linked to the observed indi-
cator variables, all within the measurement model. And then the relationships between the 
latent unobserved variable and the observed explanatory variables (causes) in the structural 
model are examined. 

Using Equation 1 in Equation 2, we obtain a multiple regression model where the explanato-
ry endogenous variables yjt, j = 1,…,p are indicators of the latent variable η and the explanatory 
exogenous variables xit, i = 1,….,q. The model can be expressed by the equation:
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(3)

yₜ = Πxₜ + z

Where Π=λγ´ is the matrix and z = λς + ε. The error term zis a (p*1) vector of linear combinations 
of white noise ς and ε from the structural model and the measurement model. 

In short, the first step is to confirm or reject the predicted relationship between the VAT 
gap (latent variable) and its causes and indicators. Once the relationship is confirmed by 
the MIMIC model, the MIMIC index will be calculated using the structural model equation, 
Equation 1. Equation 4 expresses the calculation; it is a modified Equation 1.

(4)

η ̃_t=γx_1t+γx_2t..+γx_qt

Where x1t to xqt express the variables of causes at the level of at least 5%. The MIMIC index only 
expresses the relative development of the latent variable, the VAT gap in this case. In order to 
calibrate the relative values into absolute values, a baseline variable obtained by another method 
must be used. 

For conversion is used the following equation:

(5)

Where η̃t  expresses the value of the MIMIC index at time t according to Equation 4. ηb̃ase is the 
value of the MIMIC index in the base period and η̇base is an estimate of the latent variable obtained 
by another method. 

3.3 Data

The MIMIC model is built on panel data from selected European countries (a total of 26 count-
ries) between the years 2002 and 2020. Due to data availability, the maximum time series was 
chosen to provide a sufficient database for the estimation of the MIMIC model.  With regard to 
the availability of EGDI, which represents digitalization, the time series could not start earlier 
than 2002 and the aim was to get an overview of the VAT gap development up to the most 
recent possible year.

4 RESULTS

Table 1 presents the MIMIC models. In Model 1 all variables are included. The aim is to retain 
in the structural model only those variables that will be significant at least at the 5% level of 
significance. The stepwise selection eliminates statistically insignificant variables step by step, 
the whole process is shown in Table 1.

When deciding which model is the best possible, information criteria can be of help. In this 
research Akaike information criterion (hereinafter ‘AIC’) was used. The most appropriate mo-
del is the one with the lowest value of this criterion. Some other indicators of model quality 
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are also best in the final model. The comparative fit index (CFI) expresses how close a given 
model is to a perfect fit for the data used. It takes values from 0 to 1 and the higher number 
means the better model.

The interpretation of coefficients in structural model of MIMIC model is very similar to the 
interpretation of coefficients in regression analysis. Their value shows the resulting change 
in the VAT gap for a unit change in the cause variable, under ceteris paribus condition. In the 
following paragraphs the coefficients from structural model are interpreted according to the 
model 1, which consist all of the variable, significant and also insignificant. Final consumpti-
on is the strongest driver of the VAT gap. According to the model 1, if final consumption 
increases by 1  percent, then the VAT gap also increases by about 5.71  percent. Final con-
sumption is significant at level 5%, so it remain in model 2 and also in final model, value of 
its coefficient fluctuates around 6 to 7%. ¨

Higher unemployment increases VAT gap, according to the model 1 if unemployment inc-
reases by 1 percent, then the VAT gap also increases by 0.01 percent. In model 2 coefficient of 
variable unemployment stays stable, however this variable had to be remove from the final 
model due to too high p-value. 

Higher openness of economy also increases VAT gap, if openness of economy increases by 
1 percent, then the VAT gap also increases by 0.02 percent. Openness of economy is signifi-
cant on needed level of significance, value of its coefficient remain stable in model 2 and also 
in final model. There is no unified conclusion about effect of openness of economy on VAT 
gap, according to the Aizenman and Jinjarak (2008) its effect on VAT gap is negative, on con-
trary according to Frunza (2019) open economy create opportunities for carousel frauds and 

Model 1 Model 2 Model 3
final model

Structural Coefficient 
(P-value)

Coefficient 
(P-value)

Coefficient 
(P-value)

Unemployment 0.01 0.01

Openness of economy  0.02 *** 0.02 *** 0.02 ***

Index of economy freedom -0.01

CPI -0.27 *** -0.32 *** -0.14 ***

General government expenditure -4.44 *** -5.3 *** -4.53 ***

Final consumption 5.71 *** 7.08 *** 6.05 ***

EGDI -2.01 *** -2.44 *** -2.20 ***

Measurement

VAT revenue on GDP 1 1 1

Growth of GDP per capita 13.01 *** 10.89 *** 12.97 ***

Statistics

CFI 0.851 0.80 0.86

Information criteria   

AIC 850.57 -838.84 -2517.93

Tab. 2 Model MIMIC for Europe-26 (author calculations in the STATA program), VAT revenue on GDP 
is used as a reference indicator
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other VAT frauds, which have positive effect on VAT gap. This research confirms conclusion 
about positive effect of openness of economy on VAT gap. 

Index of economy freedom has a negative effect on VAT gap, if Index of economy free-
dom increases by 1 percentage point, then VAT gap decreases by 0.01 percent. This variable is 
not statistically significant on needed level of significance. Due to too high p-value this varia-
ble had to be remove from model 2 and final model.

CPI has also negative effect on VAT gap. If CPI increases by 1 percentage point (it means less 
perception of corruption), then VAT gap decreases by 0.27 percent. CPI is also significant on 
needed level of significance, so it remains in model 2 and final model. Value of the coefficient 
remains stable. CASE (Barbone et al., 2013) and Reckon (2009) also examined the influence of 
CPI on VAT gap and they reached opposite results. This research confirmed results of Reckon 
(2009) about negative effect of CPI on VAT gap. 

General government expenditure has also a negative effect on VAT gap, but this variable 
is much stronger. If general government expenditure or rather its share of general gover-
nment expenditure on GDP increases by 1 percent, then VAT gap decreases by 4.44 percent. 
This variable is significant on needed value of significance, so it remains in model 2 and 
in final model, value of its coefficients fluctuates around 4 to 5.5 percent. As in the case of 
openness of economy there is no unified conclusion about effect of general government ex-
penditure on VAT gap, this research confirms conclusion from research of Zídková and Pavel 
(2016) about negative effect of general government expenditure on VAT gap.

EGDI decreases VAT gap, compared to previous one it is not very strong variable. If EGDI 
increases by 1 percentage point, then VAT gap decreases by 2.01 percent. EGDI is significant 
variable on needed level of significance, so it remains in model 2 and final model. Value of the 
coefficient remains stable.

Table 2 Model MIMIC for Europe-26 (author calculations in the STATA program), VAT reve-
nue on GDP is used as a reference indicator.

5 DISCUSSION AND CONCLUSIONS

In this research the MIMIC model for quantification of VAT gap was estimated. This model is 
applicable for 26 European countries. MIMIC index determines year-on-year changes in VAT 
gap according to the year-on-year changes in significant causes of VAT gap. For second step 
baseline variable is needed for conversion year-on-year changes in VAT gap into absolute 
values of VAT gap. 

Contribution of the MIMIC model is identification of significant causes of VAT gap, these 
causes means potential sources of VAT collection inefficiencies. This contribution also hides 
a huge limitation of the research conducted, which is the omission of an important input va-
riable. Such omission would lead to biased results of the MIMIC model. In order to avoid such 
omission, a literature search was made of studies on the causes or determinants of the VAT 
gap. The search included studies by foreign and domestic authors and also authors under the 
auspices of the European Union, such as CASE or Reckon.  

Significant causes include final consumption, general government expenditure, openness 
of economy and EGDI. Recommendations for the further development of indirect tax policy 
should be based on statistically significant causes of VAT evasion.  A recommendation aris-
ing from this research is to focus on the digitalization of tax offices, which can increase the 
efficiency of VAT collection. Digitalization can also simplify cooperation between tax offices 
at home and abroad, which could help to eliminate the economy openness factor as well. The 
paper shows a new insight on the VAT gap through modelling.
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ABSTRACT
For control of a model railway, simple track occupancy detectors are in use to detect 
the presence and absence of a vehicle on the track. However, these detectors do not 
use the full potential of a digital command control (DCC) system. A RailCom technology 
allows information to be obtained from the ve- hicle’s DCC decoder, thus the detector 
can receive operationally important data from the rolling stock vehicle. The subject 
of the paper is the description of requirements and design of an own RailCom detec- 
tor MTB-RC, which presents an alternative to commercially available model railway 
RailCom detectors. MTB-RC is an open-source and open-hardware project, which is also 
compatible with the rest of the trackside hardware used in the Track Vehicle Control 
Laboratory FBE MENDELU. MTB-RC can read the addresses of the DCC decoders present 
on the track and transmit them to the railway control software via MTBbus.

Keywords: railroad, model, interlocking, RailCom, occupancy detector, Digital Command 
Control, DCC, economic sustainability

JEL Code: L920

1 INTRODUCTION

The model railway in the Track Vehicle Control Laboratory is a complex computer-controlled 
electronic system. One of the key components required for the safe operation of a  (model) 
rail- way is a track occupancy detector. The detector detects the presence of a vehicle – an 
engine or a car – in a section. The railway is then divided into multiple sections, each section 
is connected to one detector. A small model station with 3 tracks can contain circa 10 sections.

In the model, the track occupancy detector detects whether the current flows through the 
rails – from one rail to another. In Digital Command Control (DCC) (National Model Railroad 
Association, 2024b) system, each engine contains a decoder (a small electronic module) which 
draws some small current continuously. Each axle of a car contains an embedded resistor 
(15 kOhm) to draw the current as well. Thus any present vehicle in the model track draws cu-
rrent and this current is detected by the track occupancy detector as a voltage drop on a diode 
(other methods to detect current exist too).
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In some situations, however, a different approach to occupancy detection is beneficial. An 
extension of a DCC protocol called RailCom allows the information to be read from the vehi- 
cle’s decoder by the detector (DCCWiki, 2024a). The decoder must support RailCom, but most 
of the decoders nowadays have the support implemented and even enabled by default. Also, 
the RailCom detector only reads information from the decoders, so cars are not detected by the 
detector. Thus, the RailCom detector cannot simply replace the current-based detector mentio-
ned previously. The RailCom detector must be perceived as an extension of the current-based 
detection. A technology with different usages, different implementation, and different price.

2 DCC

The Digital Command Control (DCC) protocol was created in 1992 by National Model Railroad 
Association (NMRA) (DCCWiki, 2024b). The association in cooperation with companies produ-
cing model rail- road hardware created a DCC Working group, which then released standards 
describing DCC from electrical and protocol point of view.

The DCC was designed as a one-way protocol. The data flows from the command station to 
the vehicle’s decoders via tracks. The command station is controlled by throttles or computers. 
The main purpose of the command station is to generate a DCC signal. The signal is sometimes 
amplified by a DCC booster. The decoder is usually a small electronic module (e.g. 1×3 cm) 
with a powerful microcontroller that decodes DCC and controls the vehicle. Each decoder has 
its address, so different engines can be distinguished. The decoder controls mainly (1) motor,

(2) lights, (3) sounds.
DCC transmits data in packets using voltage between rails (National Model Railroad 

Association, 2024a). We call wires from the com- mand station or a  booster to track lines 
J and K. At each instant of a time, one rail compared to another has either positive or negative 
voltage. Length of pulses distinguishes logical 0 (100 us pulse) and 1 (58 us pulse). Each packet 
can contain a different number of bytes (see Figure 1).

The command station transmits packets one by another, cyclically addressing all decoders it 
wants to command. It is important to send the data (e.g. speed command) cyclically, because 
the command station does not know whether the decoder received the command success-
fully. The decoder could be temporarily busy, the engine could temporarily lose electrical 
contact with rails, etc.

Detailed specification of a DCC protocol is available in National Model Railroad Association 
(https://www.nmra.org/sites/default/files/s-92-2004-07.pdf).

Fig. 1: An example of a DCC packet (National Model Railroad Association, 2024a)
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3 RAILCOM

In 2006, an NMRA standard (NMRA, 2024) describing an extension of a DCC protocol was re-
leased. The standard describes so-called RailCom protocol, which allows the mobile decoders 
to transmit data back to the command station while normally operational.

The principle is as follows: in the space between DCC packets (right side of a Figure 1), the 
decoder transmits data. The space is called a cutout. The decoder contains a capacitor which gi-
ves it enough power for transmission. An overview of components participating in a RailCom 
transmission is shown in Figure 2.

RailCom transmission is current-based. To transmit a 0, the decoder must supply a current 
of 30+4/˗6 mA with a voltage drop at the track of up to 2.2 V. To transmit a 1, the current must 
be at the most ±0.1 mA (NMRA, 2024). Compared to a  voltage-based design, current-based 
transmission is much more resistant to interferences. However, a special switch in the com-
mand station or a booster is required. The switch just connects output J and K wires, so the 
current loop is closed. There are command stations and boosters with and without RailCom 
support. Thus, RailCom-supported booster or command station is required.

The last part in 2 is a detector. The detector is a device, which reads data from the decoder. 
The detector senses the current generated by the decoder and reads the data. Note there may 
be multiple detectors in the current loop, which is beneficial in some situations.

From the data point of view, RailCom transmission is a  250 kbis/s  single-direction UART 
(NMRA, 2024). This is a large gap from DCC communication, which has an average speed of 
6 kbit/s.

The decoder transmits data in 2 channels serially. Channel 1 usually contains an address of 
a decoder transmitting the data, channel 2 contains a response to a DCC command requesting 
the decoder to respond (e.g. read configuration from the decoder or acknowledgment).

4 REQUIREMENTS

Based on the possibilities of the RailCom, we infer use-cases in which the protocol is benefi-
cial and the requirements for the solution.

We will focus on the address-reading capability of RailCom. There are other important 
usages – e.g. the command station does not have to resend data to the decoder cyclically, if 
the decoder confirmed (via RailCom) that it received the DCC packet correctly. However, this 
paper aims to focus on a decoder-address-reading capability.

Fig. 2: Components participating in a RailCom transmission
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Reading a decoder’s address is beneficial in situations when the address is unknown. Usu- 
ally, when the train is in movement on a computer-controlled railroad like the one in Track 
Vehicle Control Laboratory, the software already knows its address, because it must have 
com- manded it to move. We identified the following situations, in which RailCom technology 
is useful.

1. Shunting in a train depot. In the depot, engines are usually changed between rails fast 
and often. They are even sometimes packed or unpacked by the owner. Moving the re-
sponsibility to track vehicle addresses from the operator to a device seems to be beneficial.

2. Track for new engines. There is usually a track or tracks at the model railroad speci-
fically designed for mounting new vehicles. The detector may automate the creation of 
a new train by automatically detecting the new engine’s DCC address.

3. Handover track. When part of the track is managed by another railroad control sys-
tem, the detector may be used on the entering track from a foreign system to detect 
incoming vehicle addresses.

Based on the use-cases, the detector should support several track circuits. The detector 
should be able to read the decoder’s address. If more vehicles are present (e.g. multitraction, 
multiple engines on a track in a depot, etc.) the detector should be able to read the addresses 
of all of them. The detector should transmit detected addresses to the train control system. The 
detector should be financially available, customizable, and fixable/replaceable for long-term 
sustainability.

5 STATE OF THE ART

There are several industrial solutions for obtaining the address of a vehicle on the track.

5.1 LRC120 by Lenz Elektronik

Lenz Elektronik manufactures the LRC120 RailCom Display module. The module can display 
the address of the decoder in the connected track section on the four-digit display. The module 
is available from many vendors, for example, AMB Models (AM Modely, 2024).

The main disadvantage of the module is the absence of an interface for reporting the address.

5.2 10808 detector by Roco

One of the largest companies producing vehicles and equipment for model railways offers 
the Z21 10808 detector. The detector can be connected to the Roco Z21 command station using 
R- Bus or CAN. It supports 8 sections and allows various settings. To use RailCom, the CAN bus 
must be used together with Roco Z21 command station (Roco, 2024).

From our point of view, a disadvantage of this solution is a vendor-lock requiring the use of 
the Roco command station. Deployment would also require adding cabling.

5.3 YD6016LN-RC by YaMoRC (Digikeijs)

The company Digikeijs, which offered a  widespread and popular DCC hardware recently an- 
nounced the end of its activities. The successor company is called YaMoRC, the products are similar.

YaMoRC offers a  YD6016LN-RC RailCom track occupancy detector (similar to the former 
Digikeijs DR5088RC) with 16 track sections. The detector supports per-track channel-1 address 
reporting and one global detector for reading other data from vehicles. All information from 
the YD6016LN-RC is transported via the LocoNet bus, with firmware updates possible over 
a USB connection. The module is configurable over USB (YaMoRC, 2024).
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However, the module is not available now and its deployment would require additional 
cabling to connect it to the command station.

5.4 RailComDisplay by F. M. Cañada

A well-known enthusiast for DCC automation F. M. Cañada designed a RailCom module with 
display, which shows the address of a DCC decoder similar to LRC120 (F. M. Cañada, 2024).

This module is local-only (without any bus), however the big advantage of the RailComDis- 
play is the availability of schematics. The module is a source of useful inspiration.

5.5 Conclusion

Several commercial RailCom feedback modules exist, and each has its advantages and disad- 
vantages. Overall features are summarized in a Table 1.

For our requirements, we decided to design our own RailCom detector MTB-RC. The detec-
tor will be compatible with existing track hardware (no need to add more cabling), and it will 
be fully customizable as the whole design is upon us. Moreover, we will provide an open-
-source and open-hardware alternative to the existing commercial products.

6 MTB-RC

An own MTB-RC module was designed. Schematic and PCB design were created in an open 
software KiCad and are available online1. MTB-RC supports the following features.

1. Support for 8 track circuits. This number is a good compromise between scalability 
and price.

2. Connection to the MTBbus (Jan Horáček, 2024). MTBbus is currently used for stationary 
hardware control in Track Vehicle Control Laboratory.

3. Open-source and open-hardware design.

6.1 Principles of design

Now we describe important principles of design of the MTB-RC RailCom detector.
The detector is connected to the MTBbus and DCC. These two buses are generally galvanic 

separated, so the design is composed of two top-level galvanic separated parts.
1. DCC part,
2. MTB part.

https://github.com/kmzbrnoI/mtb-rc

Detector N.o. tracks Buses Price

LRC120 * 1 N/A 1482 CZK

Roco 10808 ** 8 R-Bus, CAN 2980 CZK*****

YD6016LN-RC *** 16 LocoNet 3200 CZK

RailComDisplay **** 1 N/A DYI

Tab. 1 Comparison of commercially-available RailCom detectors.
* AMB Modely (2024), ** Roco (2024), *** YaMoRC (2024), **** F. M. Cañada (2024), ***** tvlaky.cz (2024)
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The detector contains a microcontroller (MCU) to process the data. It is not desired for the 
MCU to be powered off when the DCC to the track is disconnected (e.g. because of a short-cir-
cuit on the track). So the MCU lays in the MTB part powered by MTBbus power supply.

The MTB part of the detector contains standard MTB module components like on e.g. MTB- 
UNI module (Jan Horáček, 2024).

• Jumpers to select the address
• Indication LEDs
• RS485 driver (an integrated circuit)
• Button

An important question is how the data shall be transferred from the DCC part to the MTB 
part (and vice versa if required). To answer the question we need to understand how RailCom 
detection works in general.

6.2 RailCom detection principle

The RailCom detection principle is described in NMRA (2024) in detail. Here, we briefly de-
scribe key principles.

As we discussed in chapter 3, one of the J and K wires from the command station (or the 
booster) to the track is simply cut and both ends are connected to the detector. Let’s assume 
the K wire is cut. A Figure 3 shows how these two ends are connected inside the detector.

The current flow causes a voltage drop UKIN–KOUT on R1, which is then measured. In addi- tion, 
protective Schottky diodes D1 and D2 are added to avoid high temperatures of R1 while the 
maximum continuous current of 3 A flows. The detector uses adequate parts and adequate 
resistor size to dissipate the heat. Schottky diodes are used so the maximum voltage between 
KIN and KOUT is never more than cca 0.5 V.

The voltage UKIN–KOUT is then compared using window comparator circuit. See Figure 4.
The comparators are powered from e.g. ˗5 V to +5 V with 0 = KIN. Voltage references
±18.5 mV are defined in (NMRA, 2024).
 The comparators have an open-collector output. If UKIN–KOUT (˗18.5, +18.5) mV, (log- ical 0 of 

RailCom), DATA is connected to ˗5 V, otherwise (logical 1 of RailCom), DATA is in high-impe-
dance state. Output data are directly in UART format readable by MCU.

MTB-RC contains 8 instances of circuits presented in Figures 3 and 4 to support 8 separate 
track circuits.

Fig. 3: RailCom current detection principle.
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6.3 MTB-DCC  interface

As small MCUs with 8 separate UARTs basically do not exist, multiplexing is used. STM32F103 
ARM Cortex-M3 MCU was selected as a main MCU, because of its availability, relatively low 
price, powerful core, and advanced peripherals (STMicroelectronics, 2024). STM32F103 has 
3 UARTs, out of which one must be used for MTBbus communication. The remaining two UARTs 
shall be used for RailCom reading. This implies 4-way multiplexing. The proposed solution is not 
ideal, as some data are always lost by design, but the loss should not break address detection.

The multiplexer is present in the DCC part. This implies no MCU in the DCC part is required.
The interface between the DCC part and the MTB part consists of:
• 2 UARTs (DCC → MTB)
• 2 multiplexer-control wires (MTB → DCC)
• DCC signal (DCC → MTB)
• Cutout signal (DCC → MTB)

Cutout signal is used to inform MCU that RailCom cutout occurred, so the MCU starts read- 
ing RailCom data (via UARTs). DCC signal is transmitted so the processor can read the DCC 
from the command station, so it knows to which command the decoder answers.

6.4 Multiple decoders detection problem

One of the key problems of RailCom detection is multiple decoders in a section. As discussed 
in cahpter 3, each decoder sends its address in channel 1, which results in unreadable data 
when multiple decoders are present in a single track section.

The idea of multiple address detection is to read DCC from the command station and check 
for RailCom data in channel 2. If the command station sends any command to a decoder pre-
sent in the track, the decoder (and only the decoder!) responds in channel 2. This allows us 
to detect decoders, even if there are more of them on the track. A necessary condition is the 
decoder being addressed by the command station. This issue must be solved separately and 
is out of the scope of this paper.

6.5 Firmware

The firmware for STM32F103 MCU is implemented in C language and is available online². 
STM32 HAL library was used. The firmware consists of RailCom decoding, DCC decoding, and 
MTB communication.

Fig. 4: A window comparator circuit
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7 CONCLUSION

Design of the MTB-RC RailCom detector has been described, the module has been manu- 
factured, firmware was implemented and the module passed basic laboratory tests.

Overall parameters of the MTB-RC are summarized in a Table 2. Compare the table to 
the Table 1.

The detector makes it possible to use additional functionalities of the track operation. One 
of the functions that we expect to make operations more efficient is the automation of deploy- 
ing another vehicle in a designated section (most often a locomotive depot). This minimizes 
the time spent on engine changing and avoids errors caused by entering the wrong address 
by an operator.

Putting the RailCom detector in operation is the first step to a more reliable and efficient 
track control system equipped with the ability to read acknowledgments of DCC commands 
sent to vehicles.
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Detector N.o. tracks Buses Price

MTB-RC 8 MTBbus ∼ 600 CZK

Tab. 2 Overall features of MTB-RC.

Fig. 5: MTB-RC PCB
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ABSTRACT
This paper deals with a  method of development of an annotated image dataset for 
the detection and classification of plant tissues, aimed at supporting automation 
in agriculture. The work includes a  collection of high-definition image data, their 
annotation and utility scripts, with the aim of creating a universally accessible dataset 
for the scientific community. The method is designed to be compatible with off-the-
shelf hardware, in order to better support research and development in the field of 
automated plant identification and plant disease diagnostics. This approach has the 
potential to significantly improve the efficiency of cultivation processes and support 
the implementation of advanced technologies in the agricultural sector, along with the 
automation of this sector.

Keywords: image analysis, plant classification, dataset, learning, annotation, image data

JEL Code: Q16, C55, C88

1 INTRODUCTION

In agricultural engineering, proper fruit detection and counting using image analysis and 
computer vision algorithms is critical for automating and streamlining processes from me-
asuring phenotypic characteristics to harvesting. The difficulty of this solution lies not only 
in the availability of the required dataset for learning the model used, but also in the ability 
of this model to perform its own detection and classification at the level of plants and their 
tissues. This is quite a challenging discipline, especially due to the diverse structure, color, and 
considerable number of fruits available, as reported by Ukwuoma, et al. (2022). Until 2018, 
various machine learning methods were used for detection and classification, and applicati-
ons using deep learning methods began to gain ground (Zhang, et al., 2014; Then, Kim, 2017), 
alternatively algorithms published in (Stastny, Skorpil, 2007; Stastny et al., 2021).

 Availability of a suitable image dataset is an indispensable prerequisite for training of a mo-
del. That is, the availability of a sufficiently comprehensive dataset, consisting of a diverse 
collection of samples. Considerable number of images is a necessary condition for accurate 
representation of the actual environment, for example, in orchards and greenhouses, where 
the fruits may be occluded by the leaves of the plant, overlap, or they may have the same color 
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as the rest of the plant. When an image dataset is available, it is then possible to train a model, 
or compare existing models and select one that has performance for the selected application 
deployment (Ukwuoma et al., 2022). Some methods may also include further data augmenta-
tion, for example, for better extraction of image features, i.e. the ability to better identify the 
object being evaluated (Jia et al., 2023), or to increase the number of samples. 

Image datasets are created by a sequence of the following steps, which include: image data 
collection (can involve taking images of selected agricultural crops at different stages of de-
velopment, at different angles and under different lighting conditions); data labeling and 
annotation (manual, semi-automatic, or automatic annotation of images, i.e. labeling selected 
parts of a plant and assigning them to specified classes in order to classify individual crops 
and plants); splitting the dataset (for purposes of cross validation); optimization and pre-pro-
cessing of data (adjustment of images with regard to changing the resolution of images in 
order to train models effectively); incorporation of diversity (extension of the dataset to inclu-
de a wider range of plants, growing conditions, rotation of images, or use of augmentation to 
ensure robustness of the model), (Chiu et al., 2020; Wspanialy et al., 2020; Grinblat, et al. 2016). 
It is worth mentioning that beyond specialized datasets of agricultural crops, there are also 
general image datasets. Created in order to enable the training of models for the recognition 
of various objects, and thus also plants. However, there is a limit to the applicability of these 
resources for training of models for specific use in agriculture (Deng et al., 2009).  

In general, the number of available samples (cardinality) and its division into individual 
classification classes are important for datasets. It is obvious that as the number of classifica-
tion classes increases, it is necessary to have a larger total number of images. For example, 
a dataset of weeds, consisting of 14.035 images, was necessary to train a model capable of 
identifying 25 weed species, with achieved accuracy in the range of 91.8% - 92.4% (Wang et 
all, 2022). Currently, datasets of various plants and their fruits are available, but the differen-
ces are in their robustness, the number of classification classes and the classification ability 
itself. Other datasets include, for example, the tomato leaf dataset (Chang, 2020) or the tomato 
fruit dataset (Afonso et al., 2021).

1.1 Description of the created dataset (research content)

As part of our work, we focused on the development of a  unique semantic segmentation 
dataset that is characterized by image resolution and partially automated mask creation. The 
dataset is characterized by images in 4K resolution, allowing to capture the detailed structure 
of plants, from leaves to individual fruits (Sapoukhina et al., 2022). This provides a conside-
rable level of detail and allows for deeper analysis and understanding of plant structures.

Unlike other available datasets (Gajjar et al., 2022), the dataset created contains diverse 
image types that include a wide range of agricultural environment scenarios, including com-
plex backgrounds and various stages of plant growth. The dataset was created by a group of 
students and is freely available to all interested researchers and companies. This approach 
makes it possible to provide a unique dataset that is not only more extensive than commonly 
available, but also provides more detailed information for research and applied purposes. 
Application deployment of such a dataset is possible at the level of learning models for the 
identification of plants, plant elements, and diseases. (Fenu et al., 2021). The dataset is pu-
blished under a  “Community Data License Agreement – Permissive, Version 2.0” for free 
download for all for further research and commercial use.

1.2 Aim of the paper

The aim of the paper is to describe a method of dataset creation and provide a comprehensive 
dataset of agricultural crops for learning classification and detection models usable in the 
field of agriculture. Emphasis is also placed on the usability of common available off-the-shelf 
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hardware for image data collection, such as mobile phones, and the availability of these image 
sources, with an intended effect of increasing the efficiency of the cultivation process, identi-
fying plant diseases, strengthening local production, deploying automation in the cultivation 
process while maintaining sustainability (Hughes et al., 2015).

2 METHODOLOGY AND DATA

The methodology describes the methodological framework for image data collection and the 
creation of a dataset for learning models for classification and detection, including possible 
extensions and limitations of this approach. 

LabelStudio’s  annotation tool builds on previous toolchains and methods used to label 
images and includes several complex annotation workflows. Because agricultural imagery 
has a large number of objects and with more complex shapes than those in many general data 
sets, we focused on this tool for this, which allowed us to annotate multiple types of annotati-
ons and combine them in diverse ways. 

LabelStudio was chosen for its flexibility, support for a variety of data formats, and custo-
mizability of annotation processes. To ensure consistency of annotations across the dataset, 
a manual has been created describing the specifications for tagging individual elements such 
as Fruit, Stem and Leaf with an XML file definition for LabelStudio, see Figure 1. This defi-
nition ensures that all annotators act consistently and with respect to the required quality 
standards.

2.1 Methodology

The annotation methods used by this tool can be applied separately or in combination with 
other tools to identify each object in an image. These annotated objects can contain several 
separate segments, allowing for adaptation to occlusion situations. In other words, even if 
a part of an object is obscured or not fully visible, the system can identify and annotate those 
parts of the object that are visible. In this way, it is possible to obtain the most complete and 
accurate annotation of the object despite the presence of occlusal situations. In addition to the 
main label, each object can also carry additional metadata that provides further contextual in-
formation. As an example, certain fruit may have associated metadata describing its ripeness, 
a text description, or the ID of the plant in question.

For our purposes we have augmented LabelStudio tools with an integrated model for ge-
nerating segmentation masks, Segment Anything Model (SAM), further referred to as SAM. 
This integration allowed us to generate accurate segmentation masks with minimum effort 
compared to manual approach.

 The following is a description of the main tools implemented by LabelStudio and used for 
our methodology:  

2.1.1 Keypoint 
Keypoint Annotation in LabelStudio, supported by the SAM, is designed to generate masks 
for objects using a single point, chosen manually by the user of the LabelStudio. The process 
begins with the user’s selection of a point, to which the SAM model responds by assessing and 
suggesting the optimal location and shape of the mask. The user can approve this mask or add 
additional points to increase the annotation’s accuracy. The system also allows you to define 
negative points to exclude some areas from the annotation. Although there is an automatic 
point confirmation feature, we have found that in order to maintain high accuracy of the 
annotations it is advisable to disable it. This approach makes LabelStudio augmented with 
SAM a potent tool for users looking for a combination of efficiency and accuracy in image 
data annotation. 
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2.1.2 Rectangle 
Rectangle annotation in LabelStudio, supported by the SAM model, is an effective solution for 
identifying and delineating objects in image data. The process begins with the user’s selec-
tion of the rectangular box that encloses the object. The SAM model then generates a single 
mask for the object enclosed. This annotation is useful for cases where the objects are already 
known and SAM is familiar with them, as it helps the user to better determine the bounda-
ries of the object and be more likely to correctly identify the object. This approach is ideal for 
projects where accurate localization of known objects is key, and SAM provides important 
support within the annotation process.

Rectangle annotation can be used with great effect to quickly label large objects within the 
processed image. But it is not well suited to situations when objects are small relative to the 
image size, or when their boundaries wouldn’t fit within a rectangle selection.

2.1.3 Generating Greyscale masks for semantic segmentation
Machine learning’s  methodology for generating semantic segmentation masks often uses 
greyscale images for representing class identification of individual pixels.

In practice, multiple annotations of objects in the same class, such as a leafs, stems, fruits, 
etc., are merged into a single mask, representing all pixels belonging to a specific class in the 
original image. (Öztürk, B. and Özkar, M. 2022; Guo, S. et all 2020)

2.2 Data

2.2.1 Data Collection
Data was collected in 4K resolution from a  variety of different devices, from mobile pho-
nes and digital cameras to drones. This multidisciplinary approach allowed us to capture the 
image material from different angles and in different lighting conditions, which contributes 
to greater variability and richness of the dataset. Each image in the dataset contains at least 
ten annotations, which ensures sufficient diversity of objects to be used for further processing. 

2.2.2 Uniqueness of the data 
Great emphasis was placed on the uniqueness of the data in order to avoid redundancy and 
ensure broad representativeness of the samples. Each image is unique and brings new value 
for research purposes. By carefully selecting and structuring the data, we are able to diffe-
rentiate between different states and types of plant material, which is crucial for machine 
learning and computer vision applications in the field of agriculture. 

The presented methodology and data collection represent an innovative approach in the 
field of agricultural research. Detailed resolution and complex annotations allow us to analy-
ze and understand the visual characteristics of plants in depth. The results of this project have 
the potential to significantly contribute to progress in the automation of agricultural processes 
and the improvement of decision-making mechanisms in this area.

3 RESULTS

The result of our method is a dataset allowing us to both train new models or existing mo-
dels using the fine-tuning method, for purposes of semantic segmentation of plant tissues. Its 
uniqueness lies, firstly, in the size of the sample, and secondly, in the way the input data is 
acquired using consumer hardware such as mobile phone cameras. 

Due to the use of the SAM model with the specific annotation method, it became necessary 
to modify the original export routine used by LabelStudio in order to allow for local export of 
annotations on demand. Which can be impossible in Label Studio if the dataset is sufficiently 
large. Furthermore, Label Studio does not natively allow you to merge masks into one, but 
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generates masks one object at a time, which is unsatisfactory for training purposes. Therefore 
it was necessary to adjust individual steps of the export process and write a complex script 
solving the issue. The reason is the use of the SAM model and the annotation method, which 
the LabelStudio did not expect, but with the advent of SAM, this has fundamentally changed.

Result is a unique dataset of plant organs, with labels for fruit, foliage and stems. With fruit 
consisting of a mix of apples, rose hips, tomatoes. It is prepared in the expected format and 
always described in the form of the original file name and then the mask separately for leaves, 
fruits and stems. Thus, merged masks are the output of multiple annotations of one class by 
multiple annotators for an individual image.

The use of greyscale mask, combined with advanced machine learning algorithms such as 
Mask R-CNN, makes it possible to achieve high accuracy in object detection and segmentation 
in scenarios where it is critical, such as in automated harvesting in agriculture.

This code serves as a template specifying how the SAM model will be integrated into the 
annotation workflow and LabelStudio GUI. It describes in detail what parameters and settings 
are used for the correct functioning of the model within the annotation tool, including some 
specific instructions and rules that determine the behavior of the model when identifying and 
segmenting objects in images and representation of created masks in LabelStudio GUI.

Fig. 1: The image illustrates the XML configuration code used in Label Studio to set up and define 
SAM for automatic annotation. 
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 For a  deeper understanding of how this XML configuration and definition for the SAM 
model are used in LabelStudio, it is useful to look at the relevant documentation or examples 
that may be available online. You can visit the LabelStudio website or browse the SAM docu-
mentation directly for more information on exactly how this configuration and definition is 
applied in practice.

Fig. 2: An example of the Label Studio interface used to create segmentation 
masks – the masks were generated by the SAM model. On the right is the esti-
mated accuracy of each mask.

Fig. 3: Overlayed with masks. The colors of 
each mask class have been changed for better 
visibility.
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The use of greyscale images to indicate the affiliation of pixels to individual classes is one of 
the basic methods of computer vision, specifically in solving visual data segmentation tasks. 
The advantages of the method include easy coding of the resulting masks, and unambiguous 
interpretation of the model.

The disadvantage is the possibility of assigning each pixel to exactly one class. This makes 
it impossible to hierarchically classify objects or recognize individual instances of objects of 
the same class.

4 DISCUSSION AND CONCLUSIONS

In our efforts to optimize data handling and enhance machine learning applications in ag-
riculture, we evaluated various data export formats offered by Label Studio. The internal 
representation of segmentation masks in Label Studio uses Run-Length Encoding (RLE) to 
minimize storage demands. Because of this choice, export of the data, particularly in formats 
like COCO, places significant computational demands when handling high-resolution images. 
This challenge has sometimes prevented the complete export of annotated datasets. To ad-
dress this, we developed utility software that allows for direct data export from the internal 
format used by Label Studio, thus circumventing the less efficient default export mechanisms.

 Creating segmentation masks in Label Studio has demonstrated considerable advantages 
for agricultural machine learning and computer vision. The interface is intuitively designed, 
accessible even to non-experts, and is highly adaptable to specific project requirements. 
However, the substantial volume and high resolution of the processed data pose challenges. 
Despite these, the potential for significant automation and process enhancement in agri-
culture through our methodology is vast. Future work will aim to expand this approach to 
additional plant types and tissues and integrate other technologies such as spectral analysis to 
further enhance object detection and classification capabilities.

 Our dataset presents a  significant evolution over traditional datasets like plant village 
(Hughes et al., 2015), which primarily focus on segmenting specific plant parts or tomato 
image dataset (Afonso et al., 2021) In contrast, our dataset encompasses a comprehensive sco-
pe, capturing entire plant structures – leaves, fruits, and stems–in a  single high-resolution 
image. This extensive segmentation capability facilitates a more detailed and holistic analysis 
of plant features, crucial for advancing agricultural research and applications.

The diversity of our dataset is also augmented by the variety of data collection devices em-
ployed, ranging from mobile phones and digital cameras to drones. This multidisciplinary 
approach not only diversifies the perspectives and lighting conditions under which the images 
are captured but also greatly enhances the dataset’s variability. This is crucial for developing 
robust machine learning models as each image is annotated with at least ten distinct labels, 
ensuring a rich diversity conducive to intricate object detection and segmentation tasks.

 The uniqueness of our dataset is underscored by its high resolution and comprehensive 
annotations. We have meticulously curated our dataset to eliminate redundancy and ensure 
a wide representativeness of agricultural samples. Each unique image enriches agricultural 
research, distinguishing between various states and types of plant materials effectively.

 Our dataset supports both the development of new models and the fine-tuning of existing 
ones for the semantic segmentation of plant tissues. Modifications were made to the standard 
export routines in Label Studio to facilitate on-demand local annotation export, addressing 
the limitations of handling extensive datasets and merging annotations for effective training.

 This innovative dataset not only propels the automation of agricultural processes but also 
enhances decision-making mechanisms within the sector. Using a greyscale mask in conjunc-
tion with advanced algorithms like Mask R-CNN achieves high precision in object detection 
and segmentation, critical for applications such as automated harvesting. Prepared in expec-
ted formats with clearly identified and separated masks for different plant parts, our dataset 
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is poised for immediate application in cutting-edge agricultural research, marking a signifi-
cant contribution to the field and promising to drive substantial advancements in agricultural 
technology and plant science.
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Miroslav Jaroš: e-mail: qqjaros7@mendelu.cz
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ABSTRACT
High availability and quick response to abnormal situations are the key aspects for 
a  reliable datacenter. Cooperation between physical environment monitoring and 
high-level cluster / container orchestration could increase the overall durability of the 
entire system. This paper describes the proposal of an entry-level monitoring system 
based on the LoRaWAN network infrastructure from a physical point of view to the 
application point of view. All components are open-source use, without any additional 
license cost. Compared to typical monitoring applications, the cost-effective and main 
advantage lies in the interconnection solution for a large datacenter environment.  The 
entire system consists of well-known technologies and applications interconnected 
via reliable protocols, with the addition of environment-specific rulesets. Based on 
these preferences, the management of systems such as virtualization or container 
orchestration systems can be more flawless and energy efficient.

Keywords: datacenter monitoring, LoRaWAN, MQTT, IoT, Prometheus Alertmanager, 
virtual machine management, container management

JEL Code: C88, L63, L86, L96

1 INTRODUCTION

The implementation of proper monitoring strategy could be a very difficult task to achieve. 
With the increasing importance and complexity of IT systems, monitoring and management 
tools become difficult to maintain. Datacenter monitoring is a very complex and wide topic, 
so the actual possibilities of tools and systems are tremendous.  There are already very helpful 
and practical tools that can add another point of view to the enterprise system. Often, these 
tools are built on well-known technologies and protocols and are ready to deploy without any 
special effort.

With the increase of IoT systems in daily life, there is a great possibility to use this technolo-
gy in datacenters. One of the possibilities is monitoring.
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The main focus of this paper is the datacenter environment. According to Mehta et al. (2018), 
the key component in the datacenter environment is power consumption. Power consists of 
approximately 35% of the operating cost of a data center. IT devices consumes only about 
30% to 60% of the overall electric bill (Polonelli et al., 2019). One of the partial goals will be 
to reduce the costs related to the operation of the data center. This aspect will be discussed 
further.

Modern datacenter architecture is based on horizontal computing scaling, especially when 
the entire space belongs to one tenant. This is achieved by technologies such as virtualization 
or containerization. The main goal is to centrally orchestrate or manage the entire compute 
power with the ability to effectively use resources. Orchestration tools such as Proxmox or 
Kubernetes can manage these resources, but with their design patterns they are not capable 
of reacting to events like temperature, or power feed failure. The interconnection between an 
IoT ecosystem and API-based orchestration functionality could increase the overall durability 
and resilience of critical infrastructure services.

The main aim of this work is to propose and implement a flexible monitoring solution that 
is scalable, robust, cost-effective, and can be easily integrated into existing infrastructure. The 
system architecture will be discussed in section 3.

2 METHODOLOGY

Before defining the entire system architecture, there were some necessary steps to mitigate 
future complications during the system design process. One of the biggest crucial steps was 
the definition of exact system functionality based on current deficiency and demand in da-
tacenter monitoring. This work is focused on one of the main datacenter facilities at Mendel 
University in Brno.

 →  The research between scientific papers was done in order to discover the current sta-
te of the art in this area. A few of academic papers were identified, and their benefits will be 
discussed in the next chapter together with our own design.

 →  After an analysis of current academic work, open source, and commercial solutions, 
a decision was made to create the own system architecture, which should implement all the 
specified functionality.

 →  The prototype of the sensor module was built with all required inputs and outputs. 
Key functionality was implemented and tested. Consequently, all the required system parts, 
starting with the IoT sensor module and ending with API calls, were also implemented.

 →  Currently, the system is under active testing and further development.

3 SYSTEM ARCHITECTURE

Architecture defines the key aspects of the entire system. The whole system can be divided 
into the following main sections:

• IoT rack sensor module,
• LoRaWAN network infrastructure,
• Data transmission and processing,
• Rulesets and orchestration management.

The general architecture of the system is shown in Figure 1. Each section of the system is part 
of a separate topic, following the IoT module.
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3.1 IoT rack sensor module

Based on the ESP32 SoC (System-on-a-chip), the sensor module is responsible for gathering 
raw measurements from various components, processing these measurements and send it to 
the LoRaWAN network server via LoRa interface. A sensor module is intended to be installed 
in every physical rack enclosure in the datacenter. The power source is taken from both re-
dundant PDU (Power Distribution Unit) to identify potential outages of power feeds.

The sensor module is equipped with the following sensors:
• rack inlet temperature sensor,
• rack outlet temperature sensor,
• humidity sensor,
• rack front door magnetic sensor,
• rack rear door magnetic sensor,
• dual power source sensor.

On the other site, the sensor module implements two output components, a 20x4 character 
LCD display for quick status observability, and a LoRa transmission module (RFM96) for com-
munication via LoRaWAN network. The prototype of the module is shown in Figure 2.

3.2 LoRaWAN network infrastructure

With the idea of monitoring the whole datacenter, the final number of sensor modules will 
be close to 50. This is very challenging in terms of communication between those devices and 
the monitoring server.

According to Polonelli et al. (2019), the LoRa communication protocol is reliable in datacen-
ter environments. The paper mentioned discusses the solution with up to 20 wireless sensors 
in one room and comparison with various alternative communication protocols, such as 
Zigbee.

Fig. 1: Monitoring system architecture diagram.
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The key components within LoRaWAN infrastructure are device, gateway, and network 
server (LoRa Alliance, 2024). A device role is accomplished by the IoT rack sensor module, 
while the LoRa gateway is accomplished by MikroTik routerboard with R11e-LR2  module 
(Fig. 2). For better fault-tolerance and reliability, there are 2 gateways in the system.

Gateway device forwards all upstream and downstream data between devices and network 
server. For this design, the LoRaWAN network server on ChirpStack implementation was cho-
sen. ChirpStack is an open-source LoRaWAN Network Server which can be used to set up 
LoRaWAN networks. ChirpStack provides a web-interface for the management of gateways, 
devices and tenants as well to set up data integrations with the major cloud providers, data-
bases and services commonly used for handling device data. (ChirpStack, 2024)

An alternative to on-premises solution is one of cloud IoT network providers. The most co-
mmon and widely used is The Things Network (TTN).

The security between the IoT device and the network server is based on standard LoRaWAN 
encryption features. The Network Session Key (provides integrity feature) and the Application 
Session Key (provides confidentiality) are used in the communication process. The entire co-
mmunication is encrypted by the AES-128 standard. (The Things Network, 2024)

3.3  Data transmission and processing

For the purposes of communication between the LoRaWAN network server and the following 
Prometheus ecosystem, the MQTT standard was used. MQTT allows fast message transmission 
between publisher and subscriber agent (OASIS, 2024).

To properly deliver data message from IoT devices to Prometheus monitoring system, there 
is need for some additional processing. The message is encoded by default; hence additional 
manipulation is required. After message decoding and translation is done, message data fields 
are published via Prometheus exporter client. This allows to scrape target metrics directly 
from the Prometheus monitoring system.

3.4  Rulesets and orchestration management

3.4.1 Prometheus Alertmanager
Upon receiving metrics values, these are stored in the Prometheus time series database. The 
time series database, which is a crucial part of Prometheus, is also used as a data visualization 
source. Measured data are visualized using Grafana software and queried via the PromQL 
language.

Evaluation and monitoring of collected metrics is performed via another Prometheus com-
ponent, Alertmanager. Alertmanager is responsible for metrics evaluation and the following 
actions. Examples of implemented alerts: deviating outlet air temperature, state change of 
rack doors, power feed fail, and so on. An action is the result of active alerts. It is possible to 
claim that the main monitoring system logic is based on defined alerts.

3.4.2 Orchestration automation of datacenter clusters
The typical control of complex clusters solutions is done via web interface or special GUI cli-
ents. Among control methods, controlling the systems via API calls is available too. 

This API functionality is used by the monitoring system to perform automation tasks. 
Currently, covered implementations for virtual machines (VM) and containers management 
are Proxmox Virtual Environment and Kubernetes. The monitoring system controls the sim-
ple behavior of these two solutions. 

The typical monitoring use cases are:
• relocate virtual compute resources to another physical location in case of power fail 

(partial or complete power fail of rack frame),
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• balance virtual compute resources across multiple racks to accomplish desired tempera-
ture and power distribution,

• move physical servers into “maintenance” state, to perform service tasks,
• basic security monitoring (physical rack access).

4 RESULTS

The proposed system was successfully implemented and deployed in a testing environment. 
All requested features have been implemented. Besides the environment metrics, there is also 
the possibility to monitor physical security such as rack door state.

The IoT sensors and network server communicate through the LoRaWAN protocol, which 
is extremely suitable for this type of environment with many devices. Also, communication 
between network server and Prometheus collector is accomplished by widely used MQTT 
standard.

All the server-site components (Chirpstack LoRaWAN Network Server, Prometheus mo-
nitoring system, MQTT client and Grafana instance) are deployed in high-available virtual 
environment to achieve greater reliability and robustness.

 As mentioned, LoRaWAN communication is secure by default using AES-128 encryption 
standard. This is secure enough in the context of transferred data.

During the test operation, in comparison with typical and current monitoring workflow, the 
use of the proposed system has significantly improved reaction time to incident.

5 DISCUSSION AND CONCLUSIONS

Datacenter monitoring is a very crucial topic within the IT industry. This paper describes the 
proposed monitoring solution based on the LoRaWAN IoT infrastructure. According to acade-
mic papers, it is worth using LoRa protocol within this kind of environment.

Fig. 2: Prototype of rack sensor module (left), LoRaWAN network gateway (right).
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Selection of the physical and software components was performed based on its compati-
bility, available documentation, and difficulty of implementation. The final solution consists 
exclusively with only open-source components, which are typical for their low purchase cost 
and general availability.

The solution in this paper consists exclusively of on-prem deployment. Typical IoT applica-
tions serve as cloud applications, with remote data processing in cloud. One of the possible 
implementations is edge processing right beside gateways, as mentioned by Truong, (2018).

Possible discussion could be held on the topic of IoT module microprocessor. A similar da-
tacenter monitoring project uses STM32L4 (Polonelli et al. 2019), or Arduino Uno (Santiago et 
al. 2019) microcontroller. The selection of the ESP32 model was made on its universality and 
compatibility with all software and hardware components.

This communication topology could be extended not only to one datacenter, but also to the 
whole university campus to monitor every single network node, due to the LoRa great distan-
ce coverage and flexible expansion.

Further work will be focused on the additional level of automatization and possible extensi-
on to the ability to monitor another location or monitor building-based rack enclosures. A no 
less important task will be to implement a more precise reliable protection against the occu-
rrence of unexpected behavior that could have a negative impact on the entire infrastructure 
of the data center.
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ABSTRACT 
The current paper provides a detailed evaluation of Artificial Intelligence (AI) adoption in 
Georgia, identifying the opportunities and challenges within political, economic, social, 
technological, legal, and environmental contexts. We developed a  novel theoretical 
framework to characterize AI stakeholders and used an Autoregressive Distributed Lag 
(ARDL) model to investigate how AI influences macroeconomic indicators like high-
technology exports. The findings indicate significant positive short-term and long-term 
impacts of R&D expenditure on high-technology exports, with ICT goods exports also 
contributing positively over time. In contrast, real GDP negatively affects these exports, 
suggesting the need for policy adjustments to support AI implementation. The study 
highlights the importance of strengthening policy frameworks and promoting digital 
education to enhance AI integration in Georgia’s digital strategy.

Keywords: Artificial Intelligence, Developing Economy, Georgia, ARDL

JEL Code: O33, O14, O10 

1 INTRODUCTION

In the modern digital world, artificial intelligence (AI) is developing dynamically. In many bu-
sinesses it is identified as a source of increasing efficiency and generating insights for better 
decision making.

In a highly diverse developing world, positive relationship is observed between the digital 
transformation index and economic development, labour productivity and job employment 
(Ali, 2022). According to Dahlman, Mealy, and Wermelinger (2016), “the digital economy fos-
ters growth and productivity and supports inclusive development”.

Considering the international experiences, the AI may be an important element in accele-
rating development and economic growth in developing countries, but its major impacts are 
still not fully investigated.

Our objective is to analyse the impact of AI on the example of small-scale developing econo-
mies. For this purpose, the Caucasus region and in particular Georgia was chosen.
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The purpose of this paper is to explore AI current state in Georgia and identify the factors 
that would influence AI future adoption in the country. Therefore, the main research question 
is, “What challenges is Georgia facing in adopting AI?” This study endeavors not only to out-
line these challenges but also to propose strategic directions for policy and implementation 
that could facilitate a smoother integration of AI technologies in Georgia.

2 LITERATURE REVIEW 

Review of the literature indicates a scarcity of academic sources regarding the utilization of 
artificial intelligence in Georgia. Notably, scholarly works on this subject have only recently 
emerged.

Researchers have raised questions about the establishment of an AI national strategy and 
an appropriate strategic framework (Eristavi, D., Davituri, G. 2021). According to the PMC re-
search paper, “having a clear strategy could help to coordinate several governmental policies 
and ensure that there is no contradiction between the AI strategic goals and certain sectoral 
goals” (Parulava, 2021).

Gigiuashvili and Makasarashvili (2021) also reviewed the potential of artificial intelligen-
ce for Georgia in their work – “possibilities of using artificial intelligence in post-pandemic 
Georgia”. In their article, authors speak about the necessity of development of artificial intelli-
gence technologies in Georgia. They also note that a possible risk of AI adoption can be rising 
unemployment.

Abuselidze and Mamaladze (2021) also raised the issue of unemployment and possibility 
of a reduction in labour demand. The authors recommend that the state should pay special 
attention to the creation and development of educational programs on artificial intelligence.

Napetvaridze (2022) in his work “Artificial intelligence in Georgia and in the world” notes 
that the development of digital technologies is an irreversible process. The author believes 
that artificial intelligence can be a source of increasing efficiency in the provision of public 
services and ensuring the participation of citizens in the decision-making process.

In summary, the literature review highlights a growing interest in the strategic development 
and implications of artificial intelligence in Georgia, yet reveals a critical lack of comprehen-
sive research on the subject.

3 METHODOLOGY 

The research begins with a literature review to identify what previous studies have reported 
about AI technology specifically in Georgia. We examine academic articles, corporate reports, 
and policy documents to spot gaps.

Following the literature review, we introduce a novel framework designed specifically for 
this research to describe and analyze the AI ecosystem in Georgia. This framework details the 
components and stakeholders within the ecosystem and explores how they interact and affect 
AI development.

Prior to conducting the quantitative analysis, a PESTLE analysis is performed. This analysis 
assesses the Political, Economic, Social, Technological, Legal, and Environmental factors that 
could influence the AI ecosystem in Georgia. The PESTLE analysis helps to identify external 
factors that might affect the development and deployment of AI technologies, thereby provi-
ding a macro-environmental backdrop against which the AI ecosystem operates.

The main quantitative analysis uses an Autoregressive Distributed Lag (ARDL) model to 
investigate how R&D expenditure, ICT goods exports, and real GDP influence high-technology 
exports. The ARDL model is suitable for our study as it can analyze both the immediate and 
delayed effects of these economic variables. We test the following hypotheses:
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• H1: Increased R&D expenditure can boost high-technology exports in the short term.
• H2: Over the long term, a higher share of ICT goods exports significantly enhances high-

-technology export growth.
• H3: Real GDP negatively impacts high-technology exports in the short term, requiring 

careful economic policy adjustments.

The findings will not only fill existing gaps in the current research but also offer valuable 
insights and frameworks that can be adapted by other researchers and policymakers in simi-
lar emerging markets.

4 GEORGIAN CONTEXT 

According to the “Government AI Readiness Index 2023” of Oxford Insight, Georgia ranks 
99th in the global context out of 193 countries worldwide. It positions 10th out of 18 countries 
on a regional scale (South and Central Asia) and falls behind its neighbour countries: Turkey, 
Azerbaijan and Armenia (AI Readiness Index 2023).

According to the Index indicators, the country has no AI vision, maturity and lacks in-
frastructure. However, Georgia scored the highest in terms of Data Availability and Data 
Representation. The state has made significant improvements in governance, ethics, and di-
gital Capacity. With insights gleaned from AI Readiness Index, it becomes imperative to delve 
further into Georgia’s artificial intelligence landscape. Consequently, we have created a novel 
theoretical framework to analyze the state of AI ecosystem in Georgia.

In Figure 1, we present the Georgian Artificial Intelligence Ecosystem, composed of the fo-
llowing groups: local and foreign investors, government, businesses, and local community. In 
the center of the model, we placed the business association AI Georgia.  Its aim is to promote and 
raise awareness of artificial intelligence throughout the country. The organization also promo-
tes the introduction of artificial intelligence into the  private sector and fosters the opening and 
maintenance of dialogue between enterprises, government, and state legislatures (AI Georgia).

If all bodies would strengthen cooperation between each other, we would observe AI en-
hancement, opportunities could be maximized, and risks could eliminate. However, the 
limitations of this framework are that it does not account the differences in the influence and 
impact of stakeholders. These are complex issues and more in-depth research is required.

Fig. 1: A description model for assessing the AI ecosystem and its 
current agents in Georgia.
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4.1 PESTLE Analysis addressing AI adoption in Georgia. 

The aim of the PESTLE analysis of this research is to develop a deep understanding of the 
external environment affecting the stages of artificial intelligence development in Georgia. 

Political Factors can play a crucial role in the AI adoption and development in Georgia. 
Georgian legislation doesn’t define a concept of artificial intelligence, neither special legislati-
on regulating artificial intelligence software services do exist (Eristavi, D., Davituri, G. 2021). 
We also believe that artificial intelligence should be given a special importance in Georgia’s le-
gal framework and that its application to other legislative requirements should be transparent. 
According to the OECD (2021), the country has undertaken efforts to develop an institutional 
and policy framework for digital transformation. The adoption of a comprehensive national 
digital strategy would help define clear objectives and measures and strengthen cooperation 
between stakeholders. Furthermore, the central point of AI policy implementation should be 
investment in R&D (OECD 2022).

Economic factors to consider are the cost of adopting AI and the costs of maintaining 
AI systems. As mentioned in the report of McKinsey Global Institute (2018), Initial investment, 
the continuous improvement of technology and applications and significant transitional costs 
could limit the adoption of AI by smaller companies. Unsurprisingly, the transition to AI is 
likely to cause number of costs for Georgian business environment since it is mostly compos-
ed of small firms. Other economic factors include the impact on employment rate, economic 
growth, and employee skills. These are sensitive indicators for the country.  

AI adoption leads to human capital development and fosters new skills development. Wilson 
et al. (2017) conducted research on jobs in AI-driven businesses and technology. 

They confirmed that companies that use advanced artificial intelligence systems need em-
ployees who can explain to non-technical professionals the internal workings of complex 
algorithms and introduced three new roles. Trainers are human workers who can teach 
AI systems how to operate. Explainers bridge the gap between technology and business le-
aders. Sustainers — will help ensure that the AI system works as designed. In Georgian AI 
driven business environment, we can expect the same scenarios. Higher AI adoption could 
lead to the development of ICT skills. 

Social factors, particularly how society views and interacts with AI, are another important 
aspect to consider. Therefore, it is crucial to determine if any public fears exist, as cultural 
values and technological literacy may influence how Georgian society perceives and adopts 
AI. The Georgian population currently has limited exposure to artificial intelligence, and as 
a result, they are not well-informed about this phenomenon. It is undeniable that understan-
ding the extent of misunderstanding among the general public regarding AI is of paramount 
importance. Another research question that arises here is to what extent the hopes and ex-
pectations of the Georgian people align with reality. We believe that conducting a survey of 
respondents can be an ideal way to explore this subject and should be carried out accordingly. 

Technological factors, related to the development and use of AI, can significantly impact 
the success of AI projects. According to the National Statistics office, In Georgia, the ICT sector 
grows and the number of employees in the sector has grown as well. There were 2.86 milli-
on internet users in Georgia and internet penetration rate stood at 76.4 percent of the total 
population at the start of 2023 (Digital Georgia 2023). The penetration rate of the Internet in 
Georgia is estimated at 73.5 percent by 2026. The growth is expected in the mobile phone 
subscriptions and the number of fixed-broadband subscriptions per 100  inhabitants. This 
proves that technological environment is dynamically developing in the country and artifici-
al intelligence development can be based on solid foundations. Moreover, the availability of 
data is another vital technological factor influencing AI development. Although Georgia esta-
blished the Open Data Portal in 2015, challenges persist in terms of data availability (Eristavi, 
D., Davituri, G. 2021). The Global Data Barometer reveals that Georgia faces obstacles in open 
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data governance due to the absence of a framework for exchanging public data. However, 
advancements in cloud computing technologies offer promising prospects for accelerating AI 
development, reducing costs, and enhancing flexibility, particularly for small and medium-
-sized enterprises (ITU 2021). 

Legal factors include local laws and regulations that can affect AI further adoption. 
The most relevant legal instrument in the field of Artificial Intelligence is the Georgian 

Personal Data Protection Act, which sets the standards for the collection and possession of 
data (Parulava 2021). The Georgian National Bank has developed regulatory measures for the 
risk management of data-based statistical, artificial intelligence and machine learning models 
to encourage the appropriate use of models and reduce potential risks, aimed at establishing 
a framework for effective risk management. Model Risk Management Standards consider the 
current practices and challenges of the Georgian financial sector and modern international 
supervision experiences (NBG 2022). In parallel, Georgia’s oversight of intellectual property 
rights is facilitated by the government agency Sakpatenti, with the country holding longstan-
ding membership in both the World Intellectual Property Organization (WIPO) and the World 
Trade Organization (WTO). 

Environmental factors can have a crucial importance. The energy consumption associ-
ated with AI compute has direct implications for production, transportation, and operations, 
contributing to factors such as carbon footprints and water consumption (Wynsberghe 2021). 
However, there is a growing acknowledgment of the need for sustainable approaches to AI 
development. Scholars have begun exploring the concept of “sustainable artificial intelligen-
ce,” which prioritizes the compatibility of AI development with environmental conservation 
efforts (Yu, Zhang, et al. 2021). 

Additionally, the disposal and recycling of artificial intelligence equipment present envi-
ronmental challenges that need consideration, particularly as AI technology becomes more 
prevalent in Georgia. Ensuring responsible environmental management of electronic waste 
is crucial for the long-term sustainability of artificial intelligence. One potential solution could 
be implementing frameworks such as the Artificial Intelligence-based Hybridized Intelligent 
Framework (AIHIF) for automated recycling, which optimizes waste management proce-
sses (Wisskirchen et al. 2017). By addressing these environmental factors, Georgia can foster 
sustainable AI development while minimizing its ecological footprint. 

Political Economic Social 

• Governmental policies

• Investments in AI

• Grants and fundings

• Impact on National Security

• Impact on labor laws

• Cost of AI adoption Potential 
economic impact on AI

• Impact on employment rate and 
job markets Economic barriers

• Impact on skill market 

• AI public perception

• Positive / Negative impacts of AI 
solutions on society

• Technological literacy of the 
society 

Technological Legal Environmental 

• Data availability

• Technological infrastructure

• Technology changes 

• Local laws and regulations

• Intellectual property protection 
for AI-related patents, 
copyrights etc.

• Date privacy laws 

• High energy consumption of AI 
systems

• AI equipment recycling and 
disposal.

• Sustainable development 

Tab. 1 PESTLE Analysis addressing AI adoption in Georgia
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4.2 Exploring the Economic Dynamics of AI Development

We aim to investigate the dynamics of AI development in Georgia, focusing on its technologi-
cal export capabilities. Our study employs an Autoregressive Distributed Lag (ARDL) model to 
analyze both short-term and long-term relationships between key economic variable.

The dependent variable is high-technology exports (% of manufactured exports). 
Independent variables include research and development expenditure (% of GDP), ICT goods 
exports (% of total goods exports), and real GDP.

R&D expenditure drives innovation, while ICT goods exports reflect the digital economy’s role 
in technological advancement. Real GDP captures the broader economic environment’s influ-
ence on technological exports.

4.2.1 4.2.1 Model Specification and data preparation
The general form of the ARDL model for our study is specified as follows:

(1)

Our analysis uses data from the National Statistics Office of Georgia and the World Bank, 
covering the period from 2013 to 2021. We disaggregate these annually reported variables 
into quarterly data using the Denton-Cholette method (Sax C, et. al 2013). We perform log 
transformations on all variables to stabilize variance and normalize data distribution. For real 
GDP, we additionally adjust for seasonality using the X-11 method, removing seasonal effects 
to better analyze underlying trends and cyclical patterns.

Fig. 2: Time Series Analysis of Economic Indicators and Technological 
Contributions in Georgia (2013-2021)
Source: Analysis conducted by the authors using R software
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Based on our analysis of the time series graphs for economic indicators and technological 
contributions in Georgia from 2013–2021, as illustrated in Figure 2, the data exhibits non-sta-
tionary behavior overall. The variables display level shifts, trends, and lack of mean reversion, 
indicating that the time series are not stationary. Further tests, such as the Augmented Dickey-
Fuller (ADF) test, could be employed to formally assess the stationarity of each series.

We first perform the ADF test to determine the integration order of each variable. If our va-
riables are either I(0) or I(1), the ARDL model is appropriate. Given this, we proceed with the 
ARDL approach, treating all variables as I(0) for model estimation.

Level 1pct 5pct 10pct Statistic

l.HTE.tau3 -4.15 -3.5 -3.18 -5.7215978502874

l.HTE.phi2 7.02 5.13 4.31 18.8835095224786

l.HTE.phi3 9.31 6.73 5.61 16.9827413362574

First difference 

d.l.HTE.tau3 -4.15 -3.5 -3.18 -3.99947469703212

d.l.HTE.phi2 7.02 5.13 4.31 7.99599027254634

d.l.HTE.phi3 9.31 6.73 5.61 11.3677229951813

Tab. 2 ADF Test results for HTE
Source: Analysis conducted by the authors using R software

Level 1pct 5pct 10pct Statistic

l.RD.tau3 -4.15 -3.5 -3.18 -1.54654201198179

l.RD.phi2 7.02 5.13 4.31 1.56622449067009

l.RD.phi3 9.31 6.73 5.61 2.27086637597985

First difference 

d.l.RD.tau3 -4.15 -3.5 -3.18 -3.48547315494067

d.l.RD.phi2 7.02 5.13 4.31 4.36457208490618

d.l.RD.phi3 9.31 6.73 5.61 6.35389321107155

Tab. 3 ADF Test results for R&D
Source: Analysis conducted by the authors using R software

Level 1pct 5pct 10pct Statistic

l.ICT.tau3 -4.15 -3.5 -3.18 1.67755429917397

l.ICT.phi2 7.02 5.13 4.31 1.67755429917397

l.ICT.phi3 9.31 6.73 5.61 2.46524873313422

First difference 

d.l.ICT.tau3 -4.15 -3.5 -3.18 -4.1725977887524

d.l.ICT.phi2 7.02 5.13 4.31 5.87290319016142

d.l.ICT.phi3 9.31 6.73 5.61 8.78550198282987

Tab. 4 ADF Test results for ICT
Source: Analysis conducted by the authors using R software
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The results of the ADF test indicate the integration orders of the variables as follows:
• High-technology exports (HTE) is integrated of order 0 (I(0)).
• Research and development expenditure (RD) is integrated of order 1 (I(1)).
• ICT goods exports (ICT) is integrated of order 1 (I(1)).
• Real GDP (GDP) is integrated of order 1 (I(1)).

These results confirm that the ARDL model is suitable for our analysis, as it can handle a mix 
of I(0) and I(1) variables. 

4.2.2 Model Identification 
Before estimating the ARDL model, we transformed our variables and ensured their stationa-
rity. We used the  function in R to determine the optimal number of lags based on the Bayesian 
Information Criterion (BIC), which balances model fit and complexity.

Estimation of the ARDL model was performed using Ordinary Least Squares (OLS). The  
function results indicated that the optimal lag structure, based on the Bayesian Information 
Criterion (BIC), is with lags of 2 for HTE, 2 for RD, 0 for ICT, and 1 for GDP, achieving the lowest 
BIC value of -86.621. This model captures the necessary past information most efficiently for 
our analysis.

We used the Variance Inflation Factor (VIF) to detect multicollinearity, which occurs when 
independent variables are highly correlated, which can cause inflated standard errors, 
making it difficult to determine the individual effect of predictor variables and leading to 
unreliable statistical inference.

Level 1pct 5pct 10pct Statistic

l.GDP.tau3 -4.15 -3.5 -3.18 -3.14531048765588

l.GDP.phi2 7.02 5.13 4.31 4.10584732956181

l.GDP.phi3 9.31 6.73 5.61 5.07095660316153

First Difference

d.l.GDP.tau3 -4.15 -3.5 -3.18 -4.76590956323406

d.l.GDP.phi2 7.02 5.13 4.31 7.6552314322281

d.l.GDP.phi3 9.31 6.73 5.61 11.4794755757278

Tab. 5 ADF Test results for GDP 
Source: Analysis conducted by the authors using R software

VIF

L(l.HTE, 1) 49.2794

L(l.HTE, 2) 36.8579

l.RD 436.4411

L(l.RD, 1) 2121.4321

L(l.RD, 2) 789.4687

l.ICT 1.7782

l.GDP 8.2569

L(l.GDP, 1) 6.4074

Tab. 6 Multicollinearity Assessment of Economic Indicators
Source: Analysis conducted by the authors using R software



 EVOLVING LANDSCAPE OF ARTIFICIAL INTELLIGENCE IN GEORGIA 

107

The VIF results indicated potential multicollinearity issues among the variables in the ARDL 
model. High VIF values for lagged high-technology exports (HTE) and research and develop-
ment expenditure (RD) suggest significant correlation with other variables. Lower VIF values 
for ICT goods exports (ICT) and real GDP (GDP) imply less multicollinearity for these variables.

We conducted diagnostic tests on our regression model’s  residuals. The Breusch-Godfrey 
test showed no significant autocorrelation (p > 0.05). The Breusch-Pagan test indicated con-
stant variance of residuals, with no significant heteroscedasticity (BP = 5.6, df-8, p = 0.69). The 
Jarque-Bera test confirmed that the residuals follow a normal distribution (p = 0.24). 

The validation tests confirm that our ARDL model’s residuals show no significant autocorre-
lation, heteroscedasticity, or deviation from normality, demonstrating that key assumptions 
are satisfied. However, despite the model’s robustness, we observed potential multicollinea-
rity among some variables, which should be considered in parameter interpretation. These 
findings support the overall reliability of our model.

The regression results show a highly significant model (p-value < 2e-16) with an adjusted 
R-squared of 0.995, indicating an excellent fit. Most coefficients are statistically significant, su-
ggesting strong relationships between high-technology exports and the independent variables. 

Key findings include:
• Lagged high-technology exports (HTE) have a significant positive effect at lag 1 and a ne-

gative effect at lag 2.
• Research and development expenditure (RD) has a significant positive immediate effect 

and significant negative and positive effects at lags 1 and 2, respectively.
• ICT goods exports (ICT) and real GDP (GDP) show significant effects, with ICT positively 

and GDP negatively influencing high-technology exports.

These results suggest that past values of HTE, RD, and GDP significantly impact current 
high-technology exports, highlighting the importance of these factors in AI development in 
Georgia.

Term Estimate Std. Error t value Pr(>|t|)

(Intercept) 7.70770 1.33755 5.7626 0.00001

l.RD 3.34820 0.38190 8.7672 0.00000

l.ICT 0.04004 0.01178 3.3993 0.00236

l.GDP -0.42750 0.14367 -2.9756 0.00658

Tab. 7 Short-run Multipliers
Source: Analysis conducted by the authors using R software

Term Estimate Std. Error t value Pr(>|t|)

(Intercept) 39.89188 4.27595 9.3294 0.00000

l.RD 2.12219 0.27776 7.6404 0.00000

l.ICT 0.20725 0.05893 3.5170 0.00177

l.GDP -3.66500 0.43692 -8.3883 0.00000

Tab. 8 Long-run Multipliers
Source: Analysis conducted by the authors using R software
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The short-run multipliers from the regression results show the immediate impact of each 
independent variable on high-technology exports:

• A  1% increase in R&D expenditure boosts high-technology exports immediately by 
approximately 3.35% (p < 0.00001).

• 1% rise in ICT goods exports results in an approximate 0.04% increase in high-technolo-
gy exports (p = 0.00236).

• A 1% increase in real GDP decreases high-technology exports by about 0.43% (p = 0.00658).

The long-run multipliers from the regression results show the sustained impact of each in-
dependent variable on high-technology exports:

Over the long term, a 1% increase in R&D expenditure correlates with a 2.12% rise in high-
technology exports (p < 0.00001).

A 1% rise in ICT goods exports leads to a 0.21% increase (p = 0.00177).
A 1% increase leads to a long-term decrease of about 3.67% in high-technology exports (p < 

0.00001).
The findings from our ARDL model analysis provide substantial evidence supporting the 

formulated hypotheses regarding the impact of R&D expenditure, ICT goods exports, and real 
GDP on high-technology exports in Georgia. Specifically:

• Hypothesis 1 was clearly supported, as R&D expenditure showed a significant positive 
impact on high-technology exports in the short term, highlighting its immediate benefits 
to technological export capabilities.

• Hypothesis 2 received partial support, indicating a modest yet positive effect of ICT goods 
exports on long-term high-technology export growth.

• Hypothesis 3 was also confirmed, with real GDP negatively affecting high-technology 
exports in the short term, emphasizing the necessity for strategic economic adjustments.

The robustness of the ARDL model, confirmed by diagnostic tests showing no issues with 
autocorrelation, heteroscedasticity, or normality deviations, lends further credibility to these 
results. However, the presence of multicollinearity suggests caution in the interpretation of 
some effects, particularly those related to overlapping economic variables.

Overall, these insights not only validate our hypotheses but also highlight the necessity for 
continued R&D investment and the strategic support of the digital economy. For policymakers, 
these findings emphasize the importance of addressing the complexities introduced by real 
GDP dynamics to bolster Georgia‘s position in the global high-technology market.

5 DISCUSSION AND CONCLUSIONS 

This study evaluated the adoption of Artificial Intelligence (AI) in Georgia, highlighting both 
opportunities and challenges. We introduced a new framework for analyzing AI stakehol-
ders and employed the Autoregressive Distributed Lag (ARDL) model to examine AI‘s impact 
on macroeconomic indicators like high-technology exports. Our results showed significant 
relationships between these exports and key economic factors including R&D expenditure, 
ICT goods exports, and real GDP. The ARDL analysis confirmed that R&D expenditure signifi-
cantly boosted high-technology exports both in the short-term and long-term, while ICT goods 
exports also contributed positively over time. However, real GDP negatively impacted these 
exports, underscoring the need for specific economic policies to support AI adoption.

The study also stressed the importance of strengthening policy frameworks and enhan-
cing digital education to advance AI implementation nationwide. Despite relying on publicly 
available data and not extensively exploring AI’s direct economic impacts or its application 
in specific business environments, the research provided valuable insights into Georgia‘s AI 
ecosystem and suggested areas for further investigation.
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ABSTRACT
In this paper we present preliminary results of a research project aimed at mapping the 
preferences of young people in the areas of public sector such as housing, employment 
and commuting. To do so we will employ methods of behavioral economics and 
experiments. First of all, we did a bibliometric analysis of studies dealing with behavioral 
experiments in the selected areas to reveal a gap for future research. We focused on 
a time period of 2010–2023. For mapping we used VosViewer and data from the Web 
of Science database. Results indicate that even there are some experiments done in 
the areas of housing, employment or commuting, there is no methodology based on 
behavioral economics to reveal the preferences of young people in these areas.

Keywords: behavioral economics, experimental research, preferences of young people, 
housing preferences, employment preferences, transportation preferences

JEL Code: H41, C91, C93 

1 INTRODUCTION

American-style suburbs are popping up in all Central and Eastern Europe countries and have 
become a popular option for many. It is assumed that a better definition of the spatial relations 
of cities and towns will be based on 1) an understanding of movement patterns in a defined 
area and 2) home ownership as a dominant factor defining social status – home ownership 
becomes more important than employment (Conn, 2014). The project will therefore map pre-
ferred commuting patterns based on the so-called sleep-space /work-space concepts – where 
people sleep (that is, live) versus where they work. The COVID-19 pandemic made it possible 
to operate in the so-called home office mode, working from home became a common thing 
and commuting to work changed to 3–4 days a week from the original 5. Commuting to work 
is not about distance (number of km), but about time (hours spent commuting), that is home 
office fundamentally changes preferences about housing, employment and mobility.

Giddens (1991) claims that everyone is constantly searching for his own life story, in which 
the living space plays an important role. He states that “a  person’s  identity should not be 
found in their behavior, nor in the reactions of others – however important that may seem, 
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but in their ability to keep a particular ‘story’ going.” He refers to this as an “ongoing story 
of the self.” Individuals try to live their “life story” based on choices. These possibilities allow 
them to achieve material satisfaction, but also social status. This life story can also be referred 
to as the so-called “diary of self”. Taking this point of view into account, it is precisely rural 
areas that can provide various details for the life fulfillment of individuals and influence their 
preferences also in terms of housing and employment. A Gallop (Newport, 2018) survey of 
1.499 respondents representing randomly selected adults found a gap between their desires 
and reality, as only 15% of Americans actually live in small rural towns, while 27% of respon-
dents said they would like to live there to live.

A survey by Eurofound (2019) in the European Union found that a higher proportion of 
rural residents than urban residents feel a strong sense of belonging in their community. The 
survey, on the other hand, pointed to the negatives of rural life, the financial difficulties of 
rural areas were more pronounced in southern and eastern Europe, especially compared to 
their urban counterparts. However, Noronha et al. (2013) found that the old concept of the 
rural environment as a place with insufficient amenities and lower education of people is 
gradually disappearing. In addition to population density and environmental amenities, the 
gap between urban and rural areas is rapidly closing in many countries, as the gap in lifestyle, 
education, availability of services and access to information and communication technologies 
is also shrinking significantly. Cole et al. (2020) during a 10-year study of Slovak students from 
the Matej Bel University in Banská Bystrica found that generation Z (Gen Z) indicated the pla-
ce in which they want to live, to a greater extent, is outside a big city. The previous generation 
of millennials often described their need to travel abroad, at least for short period of time, but 
this is no longer applied to Gen Z to such an extent. It should be noted that the unemployment 
rate in Slovakia dropped from 15% at the beginning of 2010 (during the 2008 financial crisis) 
to 4.9% in December 2019 (before COVID-19) i.e., travel for Gen Z was no longer necessary to 
earn money to bring home. Many students describe their jobs in the city center, but with their 
own houses in a small town (suburbs), When it is necessary to own a car – commuting by 
car is not perceived negatively. A very small number of students (around 5%) described their 
preferences for living in the center of a big city with a description of luxury or loft apartment. 

From the above, it is clear that it is important to map young people’s preferences in areas 
such as housing, employment and transport mobility, including new points of view to the usu-
al definitions of urban and rural environments or social status. Therefore, a research project 
has started in co-operation of four Slovak universities to create and test a methodology based 
on the principles of behavioral economics to determine the preferences of young people in 
the areas of housing and employment and based on these findings, to formulate recommen-
dations for the creation of strategic documents of housing policy, employment policy and 
regional development. The first step of the research is to conduct bibliometric and systematic 
analysis to map the current status of BE use in given public sector areas, mostly on behavi-
oral experiments and methodologies for revealing youth preferences. Bibliometric analysis 
has become a  popular method for researching individual issues during the last few years 
(Slyvkanyč and Glova, 2023).

This paper's objective is to systematically examine the conceptual approach to use of be-
havioral economics in public sector, namely housing, employment and commuting (public 
transport) in the period 2010 to 2023.

2 BEHAVIORAL ECONOMICS IN PUBLIC SECTOR 

No preference can be precisely quantified when assessing young people’s ideas about their 
future lives. In such a situation, it is difficult to create a test that measures preference based 
on an action. To circumvent this problem, the knowledge of behavioral economics (BE) can 
be used. BE which focuses on the individuals with limited rationality, revealing what really 
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influences their decisions and actions. The very importance of BE lies in its contribution to under-
standing the causes of irrational behavior of individuals and finding ways to push individuals to 
make better decisions. Behavioral economics tries to bring a psychological dimension to economics.

Behavioral economics knowledge can be perceived in advertisements for various goods and 
services. However, the use of behavioral and experimental approaches is also increasingly po-
pular in public administration, and their use can be found not only in the context of tax and fee 
collection (Hallsworth et al., 2017; Cranor et al., 2020; Gillitzer and Sinning, 2020; Sloboda et al. 
2020) or saving energy and water (Chabé-Ferret et al., 2019), but also in the context of performance 
evaluation, effectiveness of audits (Avis et al., 2018; Belle, 2015; Engel et al., 2017), motivation of ma-
nagers in the public sector (Belle & Cantarelli, 2014) or perceptions of the quality of public services 
(Chetty, 2015). Behavioral experiments aimed at young people found application, e.g. in employee 
recruitment and work habits (Kadric, 2015; MINDWORX, 2017; Pawar, 2016), financial behaviour 
(Thaler, Sunstein, 2010; Harris, 2017), lifestyle (Goldstein, 2011) and health care (Linkenbach and 
Perkins, 2003); Thornton, 2008). Based on the study of almost 1.000 studies and researches, we can 
conclude that regarding housing preferences, we found only publications aimed at revealing the 
degree of discrimination, e.g. whether a person is willing to live near marginalized communities (it 
was mostly about the context of the USA, that is, it mainly concerned the issue of race, e.g. Kuklinski 
et al., 1997), or the publications focused on migration policy (Hainmuller et al., 2014) but not on 
housing issues as such, not to mention the complexity of the connection to young people’s prefe-
rences regarding employment and commuting. At the same time, it can be stated that this type of 
data regarding the preferences of young people is absent in Slovakia, data collection is currently 
underway at the employment, social affairs and family offices, but again this only concerns rental 
housing, not a complex issue.

Chetty (2015) claims that BE is also related to the use of the methodological apparatus of 
behavioral science (e.g., experiments), which allow better estimation of the effects of inter-
ventions (public policies) not only in terms of effectiveness, but also in terms of the effects 
on the well-being of individuals. More precisely estimating effects naturally has the potential 
to improve the ability of policymakers to identify optimal public policy. Experimental testing 
therefore appears to be the most appropriate method.

According to Aab (2005), consumer preferences can be determined in two ways. The first, 
indirect method, is based on the observation of the consumer’s market behavior. Economic 
models are used to explain the relationship between consumer behavior (revealed preferen-
ces) and the value of non-market goods, and thus also to determine the value of the good itself. 
Indirect methods work with revealed preferences of individuals. The second, direct way of 
finding out the preferences of individuals is the method of direct questioning of a certain set 
of individuals. With this method, the individual states, or contingently (conditionally) values 
its preferences (stated preferences) on the hypothetical market, i.e., the willingness to pay for 
the good (determining the maximum price that one is willing to pay for the good – willingness 
to pay – WTP) or the willingness to accept compensation for the loss resulting from the pro-
duction of a certain good (determines the minimum compensation due to the impossibility of 
consuming the given good – willingness to accept – WTA) . Unlike the indirect method, which 
reflects only explicit values, the direct method reveals the total value of the collective good, 
including its explicit and implicit value of benefits and costs (Stejskal et al., 2013).

Truc (2022) using bibliometric analysis has documented that while individual BE articles 
have become less intensely related to psychology, the growing number of BE articles in eco-
nomics as a  whole has intensified the overall interdisciplinarity between economics and 
psychology. There has been a rise in the importance of management studies, as well as a va-
riety of other disciplines in the social and natural sciences, as behavioral economists have 
diversified their interdisciplinary relationships since the 2000s. In 2008, behavioral experi-
ments started to use incentives for individuals’ choices with foreseeable outcomes but without 
exclusion of alternative choices or reliance on financial stimuli. These so-called nudges have 
been applied in many fields to influence decision-making of individuals.
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3 METHODOLOGY AND DATA

This paper aims to systematically examine the conceptual approach to use of behavioral eco-
nomics in housing, employment and commuting (as fields of public sector) in the period 2010 
to 2023. To fulfill the goal, we formulated following research questions (RQ):

• RQ1: What is the number of articles published in the given topic?
• RQ2: What are the research areas and categories in the given topic?
• RQ3: What is the keyword occurrence in the analyzed articles?

The main database used in this study is Clarivate’s Web of Science (WoS). WoS is a popular da-
tabase used by researchers for its extensive coverage of scientific literature in various fields. 
Using WoS, we filtered the submissions to ensure a relevant and representative sample. The 
use of WoS and filters ensured reliable and relevant sources for our analysis. The data used 
was collected on January 5, 2024. In Table 1, we present the data collection process according 
to individual criteria.

VOSviewer software was used to perform bibliographic analyses. VOSviewer is free soft-
ware for constructing and visualizing bibliometric networks from journals or individual 
publications. Data can be constructed based on citation relationships, bibliographic links, co-
-citations or co-authorship. The software offers a  text mining function that can be used to 
visualize co-occurrence networks of important information from the scientific literature. This 
software connects keywords using the power of association (by default). Association strength 
is used to normalize the strength of links between items. (DeGroote, 2023).

Criteria Results found

Keywords in the 
Title of the article

“Behavioral economics” or “behavioral economics methods (methodology) and 
laboratory experiment” or “experimental research” or “preferences of young people” 
or “housing (living) preferences” or “employment preferences” or “transport (mobility) 
preferences” or “preferences of generation” or “generation nudge” or “nudge” or 
“generation behaviours” or “generation preferences” or “gender differences” or 
“generations differences”
Total number of documents: 116,387

Criterium 1

WoS categories: “Economics”, “Management”, “Public Administration”, “Regional 
Urban Planning”, “Urban Studies”, “Political Science”, “Family Studies”, “Psychology 
Social”, “Psychology experimental”, “Behavioral Sciences”, “Social Issues”, 
“Demography”, “Transportation”, “Transportation Science Technology”, “Social Science 
Interdisciplinary”, “Multidisciplinary Sciences”, “Social Sciences Mathematical Methods”, 
“Mathematics Interdisciplinary Applications” AND exclude all others
Total number of documents: 23,806

Criterium 2 Years 2010-2023
Total number of documents: 17,756

Criterium 3 Language: “English”
Total number of documents: 17,453 

Criterium 4 Type of the document: “Article”, “Open access”
Total number of documents: 7,500

Criterium 5

WoS Citation topics: “Economics”, “Management”, “Social Psychology”, “Economic 
Theory”, “Political Science”, “Transportation”, Public Administration”, “Regional Urban 
Planning”, “Urban Studies”, “Behavioral Sciences”, “Transportation Science Technology”, 
“Social Science Interdisciplinary”, “Multidisciplinary Sciences”, “Social Sciences 
Mathematical Methods”, “Mathematics Interdisciplinary Applications” 
Total number of documents: 2,389 = final sample

Tab. 1 Sequence of data collection
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4 RESULTS

In the monitored period of 2010–2023 we can observe an increasing number of publications 
dealing with the topic of behavioral experiments in public sector. The drop in 2023 can be ex-
plained by a simple fact that not all articles published in 2023, have been indexed in WoS yet.

The following Figure 2 captures the overview of the most active authors in the analyzed 
field of research.

Based on the research area, the analyzed publications cover the following topics (Figure 3).
To compare, we also present topics based on WoS categories (Figure 4). The most overlapping 

topics are (Business) Economics, Psychology (Social), Transportation, Public Administration, 
Behavioral Sciences and Operations Research Management Science. Based on this results, 

Fig. 1: Number of publications on behavioral experiments in public sector

Fig. 2: Top 25 most active authors in the field of behavioral experiments in public 
sector
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we can already see that research criterium 1 should have contained also WoS category 
“Operations Research Management Science”. According to the results of the co-occurrence 
analysis, the keywords were divided into eight different clusters, which represented 213 links 
and a total link strength of 372. This cluster is shown in Figure 5.

From the occurrence analysis it is clear that the analyzed studies using behavioral experi-
ments include risk preferences, but not living preferences or methodology for preferences 
of (young) people. Some studies focus on life satisfaction and/or job satisfaction but from the 
Figure 5 it is not clear whether these studies directly use a behavioral experiment. The issue 
for further investigation shall focus on the use of behavioral experiments in identifying pre-
ferences of (young) people in the areas of transportation, employment and living preferences. 
To do so, a scoping review can be applied, i.e. based on the bibliometric analysis, the relevant 
articles will be downloaded, read and categorized using PRISMA method.

Fig. 3: Top 15 researched areas

Fig. 4: Top 15 Web of Science Categories
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5 DISCUSSION AND CONCLUSIONS

Jia and Mustafa (2022) conducted a bibliometric analysis of the existing literature related to 
the investigation and application of nudge by analyzing 1.706 publications retrieved from 
Web of Science. The results indicated that (a) being a relatively newly developed theory, inte-
rest in nudge in academia has expanded both in volume and disciplines, mostly by Western 
scholars and behavioral economists; (b) future studies in nudge-related fields are expected to 
consolidate its current frontiers in individual behaviors while shedding light on new terri-
tories such as the digitalized environment. Rawat (2019) focused his research on behavioral 
studies using behavioral experiments in public policy. He stated that so far behavioral inter-
ventions linked to public policy have withheld any overhauling changes to the existing setup. 
Instead, they have concentrated on how information is presented to the actors (individuals), 
its salience, the convenience of different options and what actors know about others´ deci-
sions. This is also reflected in academic writing on the subject, i.e. no methodology to reveal 
preferences of individuals in any area of public sector or public services has been documen-
ted based on the bibliometric analysis.

This paper presents a bibliometric overview of studies using behavioral experiments in the 
selected areas of public sector, namely in the areas of housing, employment or commuting 
(public transport). For mapping we used VosViewer and data from the Web of Science da-
tabase. Results indicate that even there are some experiments done in the areas of housing, 
employment or commuting, there is no methodology based on behavioral economics, that is 
using behavioral experiments, to reveal the preferences of young people in these areas.

Fig. 5: Keyword occurrence analysis
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This study also has its limitations. The Web of Science database is a comprehensive databa-
se, but it does not cover all existing works on behavioral experiments in given areas of public 
sector. Our results apply for Web of Science documents but may differ for other databases. 
Also, one must not generalize the results because the bibliometric analysis analyzes titles, 
keywords and abstracts of published studies, this method does not analyze entire documents.

Despite the limitations, bibliometric analysis offers a comprehensive overview of the field of 
interests (in our case it is the area of behavioral experiments in selected areas of public sector). 
Study points out current trends in research that can serve as inspiration for other researchers. 
Based on bibliographic analysis, we have identified gaps that we will try to cover in future 
research. In particular, we shall use also other databases, e.g. SCOPUS and Science Direct, 
which could be completed with databases of publishing houses like Wiley, Emerald and Sage. 
Next, we shall include also WoS category/research area “Operations Research Management 
Science”. Most of all, the research shall continue with so-called scoping review, where not 
only abstracts but full-texts are analyzed.
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ABSTRACT
Artificial intelligence (AI) has become increasingly prevalent in various applications, 
from self-driving cars to facial recognition. However, the implementation of AI on 
resource-constrained devices such as microcontrollers has been a challenge due to the 
limited computational power and memory. In recent years, advances in AI technology 
and the development of specialized hardware have enabled the realization of AI on 
microcontrollers. This opens new opportunities for AI applications in domains such 
as embedded systems, the Internet of Things (IoT), and wearable devices. This article 
provides an overview of microcontrollers suitable for AI, discusses their benefits 
and challenges, presents a  methodology for selecting suitable microcontrollers for 
AI applications, and highlights the criteria essential for effective implementation. 
Additionally, initial results from applying this methodology, including a comparative 
analysis of various microcontrollers, are discussed. Key findings emphasize the potential 
of specific microcontrollers like ARM Cortex-M7, Arm Ethos-U55, STMicroelectronics 
STM32F429, and Espressif ESP32-S3/C3 in AI applications. Future directions for the 
evolution of AI-enabled microcontrollers are also explored.

Keywords: Embedded systems, Internet of Things (IoT), Real-time processing, Power 
consumption, Hardware acceleration, Machine learning, Neural networks

JEL Code: C45

1 INTRODUCTION

The growing demand for AI-powered devices has driven the development of microcontrollers 
with enhanced processing capabilities and AI accelerators. These devices are capable of exe-
cuting AI algorithms, such as neural networks, on-board, enabling real-time processing and 
decision-making. This is particularly beneficial for applications where latency is critical, such 
as robotics and industrial automation (DE VITA, 2022).

IoT devices are used for surveillance, environment monitoring, healthcare, and many more 
applications. They are used to respond to an external variable but also in more complex 
settings where there is a need for fast and autonomous reactions. The combination of IoT 
devices and artificial intelligence brought about a new type of intelligent device capable of 
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learning and interacting with its surroundings using past information. This combination is 
possible due to the improved capabilities of microcontrollers and the effort to reduce deep 
learning algorithms’ memory and energy footprint (Muhoza, 2023)

To use AI algorithms effectively in the real world, it is necessary to have sufficiently po-
werful computing resources. Microcontrollers are one way to provide this performance. 
Microcontrollers are small, energy-efficient and affordable computers that are designed for 
use in embedded systems (Zhang, 2023).

The aim of the article is the overview and search of possible usable microcontroller (MCU) 
suitable for (AI), MCU has the potential to revolutionize various fields. Discuss the potential 
benefits, address any challenges, and explore future directions for this evolving technology.

2 BENEFITS OF AI IN MICROCONTROLLERS

In recent years, microcontrollers have also started to be used for AI applications. This is be-
cause AI algorithms are becoming more efficient and can be implemented on smaller and less 
powerful computing platforms.

One of the most prominent applications of artificial neural networks in the consumer space 
is automatic speech recognition in digital assistants (Bushur, 2023).

The integration of AI into microcontrollers brings several advantages, including:
• Reduced latency and improved responsiveness: AI algorithms can be executed locally 

on the microcontroller, eliminating the need for data transmission to a central server. 
This reduces latency and ensures real-time decision-making (Novac, 2021).

• Enhanced data privacy and security: by processing data locally, the need for data tran-
smission is minimized, which protects sensitive data from unauthorized access.

• Increased autonomy and adaptability: AI-powered microcontrollers can adapt to their 
environment and make decisions autonomously, without the need for constant commu-
nication with a central server.

• Reduced power consumption: AI algorithms can be optimized for microcontrollers, lea-
ding to lower power consumption.

• Possible running on battery power: run without mains power supply, extended battery life.
• Low cost - microcontrollers are relatively inexpensive, energy efficient, making them 

affordable for a wide range of applications.
• Small size and weight: microcontrollers are very small and lightweight, making them 

ideal for use in mobile applications.
• AI close to data: processing data on site, applications are less dependent on internet connectivity.
• Possible mash functionality: Microcontrollers with mash functions can include various 

connectivity options such as Wi-Fi, Bluetooth and Ethernet. Using for computing, conne-
ctivity etc (Qi, 2020).

Disadvantages of microcontrollers for AI applications include:
• Limited computing power: Microcontrollers typically have lower computing power than, 

for example, personal computers or servers. This can be a problem for applications that 
require heavy computation.

• Limited memory: microcontrollers typically have less memory than, for example, perso-
nal computers or servers. This can be a problem for applications that need to store large 
amounts of data.

• Energy efficiency focus: microprocessors are designed for a specific purpose, exceeding 
these limits is problematic.

• Software development complexity: programming microprocessors requires a  deep 
understanding of the architecture and principles of operation. Optimising software for 
low power consumption can be time consuming and complex. 
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• Limited AI support or non-existent: existence of available library like TensorFlow Lite for 
Microcontrollers.

• Limited peripheral support: some microprocessors lack peripherals that are necessary 
for specific applications. This may require the use of external components that increase 
power consumption and cost.

• Long inference time: for some AI tasks, the inference time, i.e. the time required to per-
form a computation, may be too long for microprocessors. This can lead to unacceptable 
latency and performance loss (Novac, 2021).

3 METHODOLOGY

The methodology for selecting a suitable microcontroller to work with AI should include the 
following steps:

• Mapping of available MCUs: Use online tools and databases, performance, memory, peri-
pherals, build a comparison table of MCUs.

• Define Application Requirements: The second step is to clearly define the requirements 
of your AI application. Aspects like: The specific types of AI algorithms the application 
will use.

• Define evaluation metrics: Performance, benchmarks (CoreMark, DMIPS, EEMBC 
CoreMark) with respect to specific AI application needs. Factors: CPU architecture, per-
formance, memory, peripherals, AI algorithm support, energy efficiency.

• Evaluate Available Microcontrollers: Once you understand your application require-
ments, you can start researching and evaluating available microcontrollers. 

• Calculating the score: for each MCU, calculate the score according to the criteria combi-
nation of metrics.

• Select the Appropriate Microcontroller: select the one that best aligns with your applica-
tion’s requirements. This will ensure your AI application has the necessary processing 
power, memory, and features to function effectively. Consider other factors not included 
in the metrics.

• Presentation of results: In the research paper, provide a table of MCU comparisons and 
justify the selection of the most appropriate candidate.

4 CRITERIA FOR SELECTING A MICROCONTROLLER FOR USE IN AI

When selecting a microcontroller for use in AI, it is important to consider the following criteria:
• CPU architecture: microcontrollers with 32-bit CPU architecture generally have higher 

performance and efficiency than microcontrollers with 8-bit, 16-bit, 32-bit architecture.
• Performance: the performance of a microcontroller is an important factor in deter-mi-

ning what AI algorithms can be run on it. For example, SPEC2017 can be used to measure 
performance.

• Memory: microcontrollers with sufficient memory can store larger and more complex 
AI models.

• Peripherals: I/O pins, microcontrollers with appropriate peripherals (connectivity), such 
as Wi-Fi or Bluetooth, can facilitate communication with other devices.

• AI algorithm support - some microcontrollers offer support for specific AI algorithms, 
which can make them easier to implement.

• Energy efficiency: Microcontrollers with high energy efficiency are important for batte-
ry-powered devices.

• Price: low-cost microcontrollers are preferred.
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Other recommendations:
• For a comprehensive assessment of energy performance, consider analysing energy con-

sumption in different operating modes (active, sleep, etc.).
• For specific AI tasks (e.g. image processing, speech recognition), consider using dedicated 

MCUs with integrated accelerators.
• For testing and prototyping AI applications on selected MCUs, consider using develop-

ment kits and platforms.
• Socket configuration (available pins): BGA, LQFP, etc.

In addition to general microcontroller parameters, it is also important to consider the 
specifics of the particular AI algorithms that will be executed on the microcontroller. For 
example, machine learning algorithms for image classification may require more computa-
tional resources than speech recognition algorithms. alternatively, algorithms published in 
(Stastny, Skorpil, 2007; Stastny et al., 2021).

Special hardware accelerators can improve the performance and efficiency of AI algori-
thms on microcontrollers. These accelerators often target specific types of AI algorithms, such 
as neural networks.

5 PARTIAL RESULTS OF METHODOLOGICAL PROCEDURE

The initial stages of the methodological procedure for selecting a suitable microcontroller for 
AI applications involve mapping the available microcontrollers and defining their key para-
meters. Here are the partial results based on the attached paper:

a) Mapping Available Microcontrollers:
The following microcontrollers were considered: ARM Cortex-M7, Arm Ethos-U55, 
STMicroelectronics STM32F429, Espressif ESP32-S3, and Espressif ESP32-C3 (Loukatos, 
2023; Yoon, 2020)

b) Defining Key Parameters:
The key parameters identified for comparison include clock speed, flash memory, SRAM, 
peripherals, applications, and cost.

Parameter ARM Cortex-M7 Arm Ethos-U55 STMicroelectronics 
STM32F429

Espressif 
ESP32-S3

Espressif 
ESP32-C3

Processor 32-bit RISC 32-bit RISC 32-bit RISC 32-bit RISC 32-bit RISC

Core Cortex-M7 Ethos-U55 Cortex-M4 Xtensa LX7 Xtensa LX7

Clock speed Up to 400 MHz Up to 500 MHz Up to 180 MHz Up to 240 MHz Up to 160 MHz

Flash memory Up to 2 MB Up to 16 MB Up to 2 MB Up to 4 MB Up to 4 MB

SRAM Up to 512 KB Up to 4 MB Up to 256 KB Up to 512 KB Up to 384 KB

Peripherals USB, Ethernet, 
CAN, SPI, I²C, 
UART, etc.

USB, Ethernet, 
CAN, SPI, I²C, 
UART, etc.

USB, Ethernet, 
CAN, SPI, I²C, 
UART, etc.

USB, Ethernet, 
CAN, SPI, I²C, 
UART, etc.

USB, Ethernet, 
CAN, SPI, I²C, 
UART, etc.

Applications Industrial 
control, IoT, 
wearables, etc.

Machine 
learning, image 
processing, etc.

Industrial 
control, IoT, 
automotive, etc.

IoT, wearables, 
home 
appliances, etc.

IoT, wearables, 
home 
appliances, etc.

Cost $10-$20 $5-$10 $5-$10 $5-$10 $2-$5

Tab. 1 MCU characteristics
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Their operating frequencies are in the order of hundreds of MHz, working memory is in 
the order of 0.5 MB and the price is under 20 dollars. The final choice of microcontroller 
would depend on the specific needs of the application and the available budget.

c) Define evaluation metrics:
For each microcontroller, calculate a score based on the combination of the evaluation 
metrics. This step is generally detailed and involves assigning weights to each metric 
and then computing a composite score for comparison.
Example Scoring Approach:
• CPU Performance (30%)
• Memory (25%)
• Peripherals/Applications (15%)
• Energy Efficiency (20%)
• Cost (10%)

d) Initial analysis:
• Performance: The Arm Ethos-U55 has the highest clock speed (500 MHz) and the 

most significant amount of SRAM (4000 KB), making it potentially the best option for 
more demanding AI applications such as machine learning and image processing. 
The ARM Cortex-M7, with a  clock speed of 400 MHz and 512 KB of SRAM, is also 
a strong candidate for industrial control and IoT applications.

• Memory: Flash memory is critical for storing AI models. The Arm Ethos-U55 stands 
out with 16 MB, significantly more than the other microcontrollers.

• Cost: The Espressif ESP32-C3 is the most cost-effective option at $3, suitable for bud-
get-conscious projects or applications with less demanding AI requirements.

• Peripherals/Applications: Different microcontrollers are tailored to various applicati-
ons, with the ARM Cortex-M7 and STMicroelectronics STM32F429 being suitable for 
industrial control and IoT, while the Espressif models are ideal for IoT and wearable 
applications.

Generally, embedded systems are limited in two aspects: processing power and memory. 
For example, the ESP32-WROOM-32E, a popular system on a-chip (SoC) for embedded sys-
tems, possesses at most two cores operating at 240 MHz with 520 kB of SRAM and 16 MB of 
SPI flash (Bushur, 2023).

6 RESULTS

Microcontrollers are increasingly suitable for use in AI. Their small size, low power con-
sumption, and relatively low cost make them ideal for use in mobile applications and other 
applications where a low power profile is important.

Currently, AI developers are working on developing new algorithms that are optimized for microcon-
trollers. These algorithms will be able to make better use of the limited resources of microcontrollers.

Initial results show that microcontrollers such as ARM Cortex-M7, Arm Ethos-U55, 
STMicroelectronics STM32F429, Espressif ESP32-S3 or ESP32-C3 are increasingly suitable for 
AI applications.

7 DISCUSSION AND CONCLUSIONS

Microcontrollers are expected to play an increasingly significant role in AI in the future. This 
is because AI algorithms are becoming increasingly efficient and can be implemented on 
smaller and less powerful computing platforms. The development of microcontrollers with AI 
is a rapidly developing field with significant potential. The ability to execute AI algorithms on 
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board microcontrollers opens up new possibilities for AI applications in a variety of fields. As 
technology evolves, we can expect to see even more sophisticated and innovative AI applica-
tions powered by microcontrollers. (Muhoza, 2023) This opens up new opportunities for AI 
applications in domains such as embedded systems, Internet of Things (IoT), and wearable 
devices. (Campero-Jurado, 2020)

While the potential of AI-powered microcontrollers is vast, there are some challenges to 
consider. The processing power of microcontrollers is generally lower compared to traditional 
computers. This may limit the complexity of AI models that can be implemented. Additionally, 
training and deploying AI models on microcontrollers can be more complex compared to 
traditional platforms (Zhang, 2020). We have added additional MCUs to be considered for use 
with AI.
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Miroslav Jaroš: e-mail: qqjaros7@mendelu.cz
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ABSTRACT
The Analytical Platform is an online platform that simplifies work of analytical 
department, front-office, back-office and compliance for investment firms. It is using an 
artificial intelligence, data analytics and machine learning in finance and investments. 
Analytical Platform helps investment funds, securities traders and professional investors 
gain higher alpha, and lower beta and get flawless records of investment decisions. 
It offers various specialized tools and services in a flexible and personalized way to fit 
investor’s needs. This article presents the components of the platform, the technologies 
used for the development and approaches for sentiment analysis and summarization of 
financial articles as a source of key information for decision support.

Keywords: data mining, financial markets, natural language processing, machine 
learning, sentiment analysis, text summarization, web application
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1 INTRODUCTION

Analytical Platform is a multifunctional platform combining sets of functions for performing 
data analysis and text analysis. The goal of the platform is to remove information asymmetry 
and bring added value to users in the form of reducing transaction costs, streamlining work 
processes, and uncovering new business opportunities using unique software combining 
data and text analytics capabilities.

The logic of the platform is built on a multi-layered architecture. The first layer is the develo-
pment environment (DPS Lab), which allows you to combine tools in the field of data and text 
analytics and build your own scenarios to obtain the desired outputs. Verified combinations 
with market potential for the selected domain are then displayed within the end applications 
(DPS Applications). A communication interface (DPS Result sharing) is also available.

The project aimed to create a platform that can be used through microservices as part of 
larger units and information flows of the enterprise architecture of communication and com-
puting systems. The goal was achieved through the creation of a modular system that:

1. provides functionality for data import and basic data/text analytics (DPS Lab),
2. allows you to connect and combine individual tools to achieve the desired result (DPS Lab),
3. provides end applications for use in the selected field (DPS Applications),
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4. enables sharing and discussion of results within working analytical teams (DPS Result 
sharing) and at the same time enables differentiated access to applications (API, web 
application, analyses).

Users can work with the platform and independently define the functions they will use to pro-
cess the input data. Alternatively, they will use an industry package prepared for their work 
role within a  specific market segment and thus use the industry experience implemented 
directly in the platform. The aim of this article is to introduce the Analytical platform as a new 
decision support tool in the field of securities investment, which uses artificial intelligence 
and machine learning tools to identify key parameters when building individual investors’ 
portfolios.

2 SYSTEM COMPONENTS

The platform consists of several relatively separate components that the user can use inde-
pendently or share the results from these individual components and use them for complex 
analyses.

2.1 DPS Lab

The data platform (DPS Lab) is composed of several basic technological objects that enable the 
creation of advanced data processing scenarios. The input object is a set of functions for im-
porting data of various formats. Data input accepts machine-readable files such as XML, CSV, 
JSON and other data formats (for example, links to YouTube videos from which information is 
extracted). The range of data used varies from open data of the public sector (US Statements/
EDI), through data downloaded by web crawlers (for example from the information websites 
Yahoo Finance or Seeking Alpha), through paid APIs (for example RapidAPI), to private data 
that users they upload to the platform themselves.

The platform enables the input of diverse data from different fields, it is possible to apply 
functions and methods specifically developed for a specific field cross-field. For example, the 
sentiment analysis of financial market articles. This makes it possible to achieve innovative, 
experimental data results that can be repeatedly compared with each other. This methodical 
procedure of systematic work with data finds application in data-intensive fields in which 
understanding data is a key competence for gaining or maintaining a competitive advantage.

The application allows, for example, to analyze videos devoted to product reviews. In the 
domain case of investment research, the analyst will use them for decision support, when he 
expects that the high-quality products of the company being evaluated will likely contribute 
to the growth of the stock price. In the same way, the information obtained helps buyers in 
the supply chain for stockpiling and other strategic decisions. In the field of construction and 
project preparation, testing is taking place, for example, with crowdfunding platforms for 
scoring developers, i.e. companies coming in with a need to finance their projects. Separate 
article (Přichystal et al., 2023) deals with this module in more detail.

2.2 Portfolio Manager

This component enables the management of stock portfolios according to the expected re-
turn, volatility or Sharpe ratio, according to the procedures of Harry Markowitz, who won the 
Nobel Prize for this theory.

The application combines a  theory that investment company analysts have not yet been 
able to apply to robust portfolios, at the same time they did not have sufficiently high-quality 
pre-processed input data for it, which are built on DPS Lab (obtaining price data from the 
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Rapid API or scraping from Yahoo Finance, preprocessing data and subsequent determina-
tion restrictions for choosing the length of the time series) and subsequently enriched in the 
application with specific functions that interest end users. This is, for example, the possibility 
of exchanging a specific number of shares, or the choice of a specific stock pool, so that both 
effective results are achieved according to theory and at the same time the principles of the 
specific analyst who uses the tool are observed.

2.3 Stock Picking Lab

The application provides the management of stock portfolios according to multi-factor analy-
sis in combination with the use of machine learning for the selection and operation of models. 
Multifactor analysis means that individual indicators that are important for analysts are 
calculated based on the input data. SP Lab builds on the activities and knowledge acquired 
before the start of the project implementation, when the consortium already had a functional 
model in the Matlab program generating predictions on a monthly basis and a linear model 
for evaluating shares, including the basic decomposition of scores, these outputs were displa-
yed in a simple web application.

As part of the follow-up activities of the project, knowledge was significantly expanded and 
the DPS Lab and StockPicking Lab applications now provide users with the possibility of trai-
ning their own model for valuing stocks, a view of the decomposition of individual indicators 
(displaying the results of individual indicators + weights that the model selected and trained 
for them in a given prediction assigned), which provides analysts with new opportunities to 
understand data and make better investment decisions.

2.4 Summary of Financial Articles

Summary of Financial Articles is a system designed to speed up the process of obtaining and 
processing information for these experts and thus facilitate their work. This system obtains 
articles, news or tweets from selected sources, especially in the field of financial markets, and 
analyzes their content. The aim is to offer a summarized view of individual documents in the 
form of several sentences summarizing the main ideas, to determine their sentiment and to 
provide aggregated data for specified time periods. A more detailed description of this module 
is available in Jakúbek et al. (2023).

2.5 DPS Result sharing

The output of the project is implemented in the form of a web application, which allows the 
use of the platform without the need for installation and complicated configuration via a web 
browser. The advantage of this solution is independence from the used technical equipment 
(personal computer, tablet, mobile phone) and operating system (MS Windows, MacOS, GNU 
Linux, …).

The advantage of the web application is also the easy possibility of teamwork of several 
users on joint projects, sharing of solutions in progress and team communication provided 
by the DPS Result sharing application, within which users can share results and work in 
progress.
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3 SYSTEM DESIGN

3.1 Frontend implementation

The frontend and backend of the system are two standalone applications that communicate 
via thin REST API on the web server. Heavy frontend is delivered to client browser just once 
and the content of the website is then partially updated, in places that require change, directly 
in the browser. This concept is called Single Page Application (SPA) and can be implemented 
in various JavaScript libraries or frameworks. In our case, to deal with view layer in MVC 
software architecture, we chose ReactJS library.

3.1.1  Used technologies
ReactJS is still a popular open-source library that is used for building web (and mobile) com-
posable user interfaces. In ReactJS, the user interface is broken down in a large number of 
reusable components. These components manage their states to handle both the logic and 
the view itself. Their hierarchical structure clearly defines unidirectional flow of data in the 
application and their APIs and lifecycle hooks describe the behavior. 

The state of the component is changed after data mutation or by executing a user action and 
this update triggers a smart and controlled rendering process. In the background, ReactJS en-
gine tries to improve performance by minimizing expensive manipulation with real DOM as 
much as possible, so it first renders the changes to the virtual DOM represented in JavaScript. 
Then its job is to reconcile the recent changes against the old one and only the necessary ones 
applied to the real DOM.

To get the best of ReactJS world, we used JSX (syntax extensions to JavaScript), TypeScript, 
functional components and React hooks. To manage application-level state we injected Redux 
into application. Redux is a  predictable state container which plays a  helping hand while 
developing large scale JavaScript application. To keep a similar look and feel to our previous 
apps, we selected Ant Design as the UI framework. This framework is known mostly in the 
East and does not follow ubiquitous and shabby material design.

3.2 System backend

The technological complexity and computing power requirements vary dramatically between 
applications; for example, the SFA Rest API, which responds to a client request with a pre-
processed result stored in a database, has only minimal performance requirements on the 
machine on which the application runs. SFA Sentiment Analysis, on the other hand, provides 
outputs based on the computations of a complex BERT neural network.

However, the workload of each application varies throughout the day. While the Rest API is 
queried virtually constantly during normal business hours (8AM–4PM), Sentiment Analysis 
classifies a new batch of articles every hour.  Not only from the point of view of application 
sustainability and robustness, but also from the point of view of cost-effectiveness, we did not 
implement the SFA system as a single monolith but opted for a “micro services” architecture. 
Although there is no strict definition of the term micro service, but we can talk about the fra-
mework that this architecture should fulfill:

• services communicate via HTTP (Fowler, 2015),
• services are independent of each other (Nadareishvili, 2016),
• services can be implemented using different programming languages, databases, envi-

ronments and technologies, depending on the task they are supposed to solve (Chen, 
2018),

• services are small, communicate only in a  bounded context, autonomous, built and 
deployed by an automated process (Nadareishvili, 2016).
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We implemented the fulfillment of these requirements using Docker technology. In Docker 
jargon, each service represents a so-called container. The container is a small simple standa-
lone software package and as a monolith contains everything needed to run the application 
– runtime environment code, system libraries and configuration. Containers isolate software 
and the environment, ensuring platform independence. Containers can be shut down, restar-
ted and changed independently without directly affecting the running of any other service.  

 It also allows us to run each service individually and thus efficiently optimize costs – e.g. by 
scaling performance or shutting down servers completely when the service is not in use. This 
would not be possible with a monolith architecture.

We provided the automated build requirement for the deployment using Github CI/CD, 
which provides tools to automate this process in addition to versioning the code. Thus, the 
developer’s only concern is to upload code changes to the main repository. To minimize errors 
in the code, automated tests are run before each deployment to prevent changes from being 
introduced to the code if they fail.

3.3 Communication interface

The Flask framework1 was used for development, which implements the usual best-practi-
ces in the field of web application development. It also enables fast deployment thanks to 
the WSGI communication interface, which is supported by an Apache web server. The fra-
mework works as a REST-API, i.e. that, based on the URI and HTTP method of the request 
performs action and returns the appropriate response, usually structured in JSON format.  As 
a result, a single backend implementation can handle both web and mobile client requests.

During the development we put emphasis on the creation of documentation, which is often 
neglected resulting in a mismatch between the actual and documented functionality. To avoid 
this, we used tools that document individual API endpoints automatically. The result is the 
Swagger framework user interface, which clearly specifies how one can interact with our 
REST API.

3.4 Data storage

Two different repositories are used for the storage of persistent data. Articles are automatically 
retrieved by scraping from various websites. Unfortunately, each site has a different structu-
re, which also changes over time, so we cannot rely on the consistency of the data obtained. 
Therefore, in the first phase, the data is stored in the non-relational database MongoDB. Non-
relational databases do not store data in tables, but as so-called documents. Each document 
then stores the data in key-value form, but the internal structure of the documents may not be 
uniform (i.e., each document may contain different keys). 

 In the second phase, the data is normalized and stored in the traditional PostgreSQL rela-
tional database. In this database, we store structured information about each article, such as 
the title, date of publication, author abstract and, of course, the textual content of the article.

To avoid having to modify the scraper every time the site structure changes, we implemen-
ted an intermediate step where we transform data from a non-relational MongoDB database 
into a relational PostgreSQL database. In addition to changing the structure, this intermediate 
step allows us to keep track of changes to the article content itself that may have occurred 
over time.

1 https://flask.palletsprojects.com/
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3.5 Text processing

An important part of the Analytical platform is the analysis of published articles and news on 
portals dealing with the area of financial markets. This information is used in the Analytical 
platform as a basis for decision support when building an investment portfolio. When analy-
zing the content of articles, we mainly focus on:

• Summarization – the original long text can be shortened by the extractive or abstractive 
summarization technique to a  paragraph containing a  few sentences. The extractive 
technique is based on identifying and selecting the most important parts from the ori-
ginal text, the abstractive will generate a text containing the main topics of the article.

• Sentiment analysis – for the summarized content of the article, the sentiment is evalua-
ted into one of 3 classes: positive, negative or neutral. The sentiment of each news can 
be evaluated from different perspectives, for example, information about the decline in 
electric car sales will not please Tesla shareholders, but on the other hand, oil company 
shares will probably rise.

3.5.1 Text summarization
We analyzed several different approaches from the point of view of both abstractive and 
extractive summary creation. We compared outputs of our own solutions and commonly 
available libraries (e.g. Sumy2, Python Text Summarizer3) in Chochula (2021).

The summary, which contains essential information from the whole article, was created 
in an extractive way. The Gensim library from the Python programming language was used 
to create the summary. The extraction process is based on the TextRank algorithm (Mihalcea 
and Tarau, 2004), which is a variant of the PageRank (Brin and Page, 1998) algorithm used by 
Google to evaluate the relevance of websites.

Due to dissatisfaction with the outputs obtained from the above-mentioned approaches, we 
decided to focus on newer algorithms based on large language models (LLM). As Deng (2023), 
Zhang (2023a), Zhang (2023b) or Sun (2023) state, the use of LLM for sentiment analysis in 
news and articles from the field of financial markets is possible. The same approach can be 
applied in the case of summarizing the content of reports and articles from this area. The 
advantage of using LLM is the possibility of generating abstract summaries, which allows 
us to achieve a more readable level of content compared to the extractive approach while 
maintaining the same information value. The use of LLM in the field of summarization is 
mentioned, for example, by the Laban (2023), Sarode (2023) or Zhang (2023c).

The goal is to get information about the content of the article summarized in a few senten-
ces and structured in JSON format. This is important for further processing and presentation 
of the content. In order to get output from LLM in the required format, we need to create 
a suitable prompt. Preparing a prompt is not always simple and straightforward. We arrived 
at the desired result after several iterations and modifications. The key requirements that 
had to be included in the prompt were a list of individual parts that should appear in JSON 
format – a summary of the entire article and an array of strings in the form of bullet points. 
It was also important to state that the output should be formatted in accordance with the 
RFC8259 specification defining the structure of the JSON format. The last key point made in 
the prompt included a demonstration of how the result should be formatted. Based on these 
requirements, we subsequently obtained exactly the output we required.

2 https://pypi.org/project/sumy/
3 https://www.geeksforgeeks.org/python-text-summarizer/
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3.5.2 Sentiment analysis
For sentiment analysis, we used several deep learning algorithms according to the state of 
the art in this field, such as BERT (and its derivatives) or LSTM (Šťastná, 2022). In general, the 
drawback of machine learning is the need for a  large amount of labeled data to train and 
build the model. Sentiment analysis is a domain-oriented task; a model trained with data from 
a certain domain (e.g., movie reviews) usually performs poorly in another domain (e.g., finan-
cial news). On the other hand, data from the financial domain is limited and manual labeling 
is expensive and time-consuming.

 Therefore, we collect data from available sources on the Internet. Specifically, we use the 
web scraper tool to obtain data from seekingalpha.com. The articles on this site are categorized 
into “Bearish” (market declines) and “Bullish” (market rising) (see Fig. 1). In this terminology, 
we consider bullish news to be positive and bearish news to be negative. In total, we have 
collected more than 8.5 thousand articles that we can use to train the model.

 We compared several algorithms and inputs for this task and tried to uncover how article 
length affects the accuracy of sentiment prediction. We attempted to classify sentiment for 
three types of inputs – article title only, article summary, and full article text. As shown in 
Fig. 2, all methods achieved the highest F1 score for article summaries, which suggests that 
the article title does not contain enough information; on the other hand, the raw article text is 
likely to contain unusable features that are not relevant for sentiment analysis.

Due to the excellent results, we obtained when using LLM in the area of summarizing the 
content of articles, we decided to use this modern approach in the area of sentiment identi-
fication as well. A big advantage is that it is possible to determine the sentiment not only for 
the entire article, but also for individual tickers that appear in the text, including the justifica-
tion for why the rating is positive or negative. The output is again formatted in JSON. Part of 

Fig. 1: Bearish and bullish news on Seeking alpha website

{
“summary”: “Apple is rumored to bring the Action button, a capacitive and 

pressure-sensitive feature, to all iPhone models in the iPhone 16 lineup in 
2024. Previously, this feature was only planned for high-end Pro models. Sources 
suggest Apple intends to provide consistency for developers across its entire 
product line.”,

“bulletpoints”: [“Apple is planning to make Action button capacitive and 
pressure sensitive”, “Action button will be available on all iPhone models in 
iPhone 16 lineup”, “Consistency is the reason behind bringing Action button to 
entire lineup”]

}



 Jan Přichystal, Roman Valovič

134

the prompt again, as in the case of summarization, is the exact specification of the required 
structure of the JSON output format and the presentation of an example of how the output 
should look. In the prompt, there is a request to determine the sentiment for the entire article 
and individual tickets separately.

For the reasons stated above, we decided to replace the summarization of articles using the 
Gensim tool as well as the sentiment classification implemented until now using the BERT tool 
with a language model that handles both of these tasks.

Fig. 2: Performance of methods depending on input length

{ “general”: { 
  “sentiment”: “negative”, 
  “reasoning”: “The text mentions that multiple companies are 
struggling, with Tesla reporting a miss on both top and bottom lines, 
IBM’s sales coming in just shy of expectations, and Alcoa experiencing a decline 
in sales.” 
 } 
 “companies”: [ 
  { 
  “id”: 5011, “symbol”: “TSLA”, “sentiment”: “negative”, 
  “reasoning”: “The text mentions that Tesla is struggling with 
declining sales and profit margins, and the company has cut prices multiple times 
this year, indicating a negative sentiment.” 
  }, 
  { 
  “id”: 4684, “symbol”: “IBM”, “sentiment”: “neutral”, 
  “reasoning”: “The text mentions IBM’s mixed results with profit 
beating expectations but sales coming in just a bit short of what analysts were 
looking for.” } ] }
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4 DISCUSSION AND CONCLUSIONS

The presented system is currently used by Cyrrus Corporate Finance, a.s. for their daily usage. 
Based on client requirements, additional information sources are regularly added and the 
portfolio of analyzed articles is still expanding. The list of long-term analyzes presented in the 
form of graphs is also under development. The goal is also to integrate the created API into 
a complex application. This will allow regular users to create their own business strategies, 
where one of the key attributes may be the sentiment of published articles

There are a number of similar projects available on the Internet that offer analysis of ar-
ticles in the area of financial markets and securities trading. Sentimentrader provides daily 
sentiment report and ad hoc reports if there is anything especially timely or unusual. The 
Daily Sentiment Report includes an overview of where short- and intermediate-term senti-
ment is each day, along with updates on indicator extremes or studies focused primarily on 
sentiment, breadth and price action (Sentimentrader, 2021).

Sentdex (2021) is an application providing sentiment analysis in Finance, Politics and 
Geographical area. The Financial analysis shows the sentiment for selected companies and 
long-term analysis of S&P 500 Index. The analysis is available for 7 days, 30 days, 6 months 
and 1 year interval. The stock price is available in the presented chart too.

Stockgeist is an interactive platform for monitoring the current popularity of 2200+ publicly 
traded companies. It provides ranking based on the number of published messages about 
companies, stock overview, aggregated news from various websites, stock sentiment analy-
sis based upon social media messages, wordcloud with the most popular topics the crowd is 
talking about, fundamentals such as market capitalization and P/E ratio, short story on the 
selected company to give a general idea of what they do and charts that display historical data 
about social media messages and positivity. Stockgeist (2021)

Stocktwits is the platform focusing on the same problem. It shows what actual investors and 
traders are saying in real time about stocks, crypto, futures and forex. (Stocktwits, 2021)

We can see from this overview the sentiment analysis is a very important task in natural 
language processing and the financial analysts are really interested in information published 
in articles and news. We know from a discussion with our customer that even a summarized 
view of published texts is very important. However, other applications do not provide this 
functionality, which we consider an important advantage of our solution. Our application also 
offers sentiment analysis related to individual tickers mentioned in the article, which other 
applications do not allow. The disadvantage of Analytical platforms is the absence of informa-
tion related to cryptocurrency trading

Our research and experiments show that using LLM for content summarization and senti-
ment analysis provides better results than procedures based on traditional approaches. LLMs 
enable not only the creation of higher-quality outputs, for example in the form of abstract 
summarization of the text, but also more advanced analyzes that were complicated using tra-
ditional approaches, such as aspect-based sentiment analysis. Therefore, the tools offered by 
the Analytical Platform are now based on this technology. The software is available at https://
test.analyticalplatform.com/dps/login.
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ABSTRACT
The paper is aimed at a critical review of the literature dealing with the measurement 
of business performance.

Because, nowadays the importance of implementing modern and effective 
management methods to maintain competitive advantage in almost all business 
sectors is emphasised, given the increasing competitive pressure. The measurement 
of business performance is also an important aspect of management and decision-
making in organisations. Various indicators are currently being investigated to show 
the importance of modern approaches and effective measurement systems. This paper 
aims to identify a  list of these modern methods, their bottlenecks and point out the 
possibility of introducing new and better indicators for performance measurement.

The aim of this work is thus to create a critical review of the literature, especially 
about the latest findings of research articles on the selected topic. The purpose of this 
article is then to point out the limits of the current state of literature in the field of 
modern methods to measure business performance and highlight possible research 
gaps arising from the review in this area.

Keywords: literature review, business performance, performance measurement 
methods 

JEL Code: G30, M21 

1 INTRODUCTION

Nowadays, many factors influence the performance of a company. In the past, performance 
was measured only by accounting or financial ratios. While these financial indicators can be 
used to measure the performance of a company and to assess its current situation, nowadays 
it is no longer possible to view the performance of a company solely from this financial per-
spective. However, this does not mean that this approach is no longer used. Financial ratios 
are still important for business management today, but they are insufficient if taken in isola-
tion. It is also necessary to look at the company from many other perspectives, including, for 
example, customer or employee satisfaction. The interconnectedness of the company’s strate-
gy with all activities in the company is also an important aspect. Strategy can be seen as the 
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readiness of the business for the future and the basis for future decision-making. It must be 
based on the needs of the business and respond to external changes.

There is also huge competition across sectors in the market today. Therefore, it is imperative 
that every business keeps an eye on the needs of its customers and tries to offer them a diffe-
rent product to improve its position in the market. So one of the key factors is the needs of the 
customer. However, before a business can reach the customer with a service, the employee is 
also at the forefront and has a significant role in creating the product that leads to satisfying 
the customer’s needs. A company should therefore also be concerned about the satisfaction of 
its employees because there is also a lot of competition in the labour market today. If a com-
pany has a satisfied employee, this individual can contribute to a satisfied customer. Other 
factors are technology and improving processes during production and its efficiency.

There are now many modern methods for monitoring and measuring business performan-
ce that look at performance from perspectives other than financial, as was previously the 
case. Each of these methods looks at business performance in a slightly different way and uses 
different indicators to measure and manage the business. However, the basic point remains 
the same. 

“If you can´t measure it, you can´t manage it.”
Peter. F. Drucker

2 A LITERATURE REVIEW

This chapter aims to demonstrate in one place the definition of the basic knowledge for a com-
prehensive picture of the current situation of literary mapping in the given topic.

1.1 Business Performance

In the context of business performance and its subsequent measurement, it is important 
to analyse the different terms used. 

In economics, there is a drive towards a unified definition of the term enterprise. Wöhe 
(2013) defines an enterprise as an economic unit engaged in the production and sale of goods 
and services to make a profit. The concept of the enterprise was also defined in the Commercial 
Code (Act No. 513/1991 Coll.), which was replaced in 2014 by the Business Corporations Act 
(Act No. 90/2012 Coll.) and the New Civil Code (Act No. 89/2012 Coll.), where the enterprise is 
defined as a business corporation, in other words, a form of company or cooperative

The word performance has recently been used in almost everyday operations, across all 
disciplines. In this article, the definition of business performance will be important. 

Many authors agree that corporate performance has long been a highly debated topic in 
finance and also represents an area suitable for further research. As a result of the multipli-
city of authors dealing with the topic, there is a diversity of definitions of the very concept of 
enterprise performance. For this reason, business performance can be assessed from many 
perspectives and can therefore be considered a multidimensional concept. The large num-
ber of authors also causes disagreements in the determination of these parameters. Allen 
and Tommasi (2001) distinguish five dimensions of performance: efficiency, effectiveness, 
economy, consistency, and quality. Other authors include fairness and stability among the 
dimensions. However, most authors agree on the importance of the three core dimensions, 
namely efficiency, effectiveness, and economy. According to Bouckaert and Halligan (2008), 
these three dimensions are also known as the 3E model. Again, in the scientific literature, 
these three concepts are perceived in different ways. King (2006) sees efficiency as the ratio 
of inputs to outputs of a firm at which maximum volume and quality are achieved using low 
costs. Efficiency also generally seeks to answer the question of whether we are doing the right 
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things. Effectiveness, on the other hand, expresses the degree to which effects are achieved 
in line with objectives. Here the question of whether we are doing things right is addressed. 
According to Bouckaert and Halligan (2008), efficiency and effectiveness are key determi-
nants of overall organizational performance.

Now to the actual definitions of business performance. Drucker (1992) perceives business 
performance as “the final test of any organisation”, Hindls, Holman and Hronová (2003) as 
“the ability of a business to capitalise its capital”, Nenadál (2004) as “the degree of results 
achieved by individuals, groups, organisations and other processes” and Kislinger (2011) 
perceives business performance as “the ability of a business entity to achieve results over 
a certain period that are comparable based on certain given criteria with the results of other 
entities”.

Business performance can be simplistically described as all the activities in a business that 
must be interrelated for the business to be efficient and prosperous, to have a tendency for 
future development and to be able to respond seamlessly to constantly changing business sub-
-conditions. This is the only way the enterprise can maintain its competitive advantage. Every 
enterprise should strive to continuously improve the level of performance of its business and 
constantly monitor, measure and evaluate this level. Because nowadays every enterprise is 
in a very strong competitive environment. According to Taouab and Issor (2019), firm perfor-
mance is a key factor in the economic, social and political development of countries.

“do the right things” & “do the things right”
Peter. F. Drucker

Due to the variety of perceptions of individual authors, firm performance can be categori-
sed according to different aspects of functioning within the firm. Thus, according to Kaplan 
and Norton (1992), Slack, Chambers, and Johnston (2001), Becker, Huselid, and Ulrich (2001), 
and Kotler and Caslione (2009), we distinguish, for example: financial performance, economic 
performance, operational performance, human resource performance, social performance, 
environmental performance, or sustainable performance.

Some authors view the financial and economic performance of the firm as one concept. In 
the following section, we will deal with the economic performance of the enterprise perceived 
in this way. However, the current turbulent competitive environment shows that evaluating 
businesses only in terms of financial and economic performance does not lead to long-term 
sustainability. It is these other important aspects of business that should be included in the 
evaluation of overall business performance.

Brooks and Oikonomou (2018) reviewed, for example, the literature on the impact of ESG 
(environmental, social, and governance) on business performance, reporting a  statistically 
moderately significant positive relationship between CSR (Corporate Social Performance) and 
business performance. Drempetic, Klein, and Zwergel (2020) add that ESG scores are also in-
fluenced by the size of the firm, which is rather due to the better ability of these enterprises 
to report their data.

According to Marler and Boudreau (2017), HR Analytics has also been developed in recent 
years, using technology to describe and analyse data related to HR, human capital manage-
ment, and showing a positive relationship in the context of business performance

2.1 Business Performance Measurement

Business performance can be measured by various methods. For example, as Synek (2008) 
points out, in practice, non-financial measures of performance are increasingly used along-
side financial measures. It is no longer sufficient to look only at hard financial measures 
quantifiable from mandatorily published financial statements. Nowadays, there is an inc-
reasing emphasis on soft metrics - human potential, customer and employee satisfaction, or 
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innovation and quality. The methods can therefore be divided into traditional and modern. 
In traditional approaches, measurement focuses only on the past or present of the compa-
ny. Traditional approaches rely mainly on financial indicators. The conventional approach is 
therefore to perform a complete financial analysis of the enterprise. However, this approach 
currently distorts the telling power in assessing the long-term competitiveness of the enterpri-
se. At the same time, they cannot be omitted as they form the basic framework for assessing 
the financial situation of an enterprise. Modern approaches to business management throu-
gh the use of non-financial indicators eliminate the non-deficiencies of financial measures. 
In recent years, they have brought a completely new perspective to the measurement and 
evaluation of enterprise performance. However, it is essential to select meaningful indicators 
that reflect the needs of the enterprise. These modern approaches include benchmarking, the 
EFQM Model of Excellence, Six Sigma or the comprehensive approach using the Balanced 
Scorecard concept. Solař, Bartoš (2006)

In the following, these selected methods will be briefly characterised and presented.

2.1.1 Benchmarking
Benchmarking is the process by which a company measures its performance against companies 
that represent either the world‘s top performers or the company‘s main competitors. A natural 
part of benchmarking is benchlearning, or learning from better practice. Nenadál (2004)

Benchmarking can be divided into two basic types, namely internal and external, depen-
ding on where it is used. 

Internal benchmarking is implemented within an organization and compares the different 
organizational units with each other. The advantage of this benchmarking is the effective re-
duction of differences in the performance of these individual centres or organisational units. 
The disadvantage is that it is more likely to be used in large enterprises where individual 
centres are more likely to perform similar activities but in different locations. This is almost 
unattainable for small or medium-sized enterprises.  

External benchmarking is a situation where an enterprise is compared with another or-
ganisation. In contrast, this type of benchmarking is largely an option for SMEs. However, 
the problem is to find a  suitable organisation to benchmark against, if it is usually  
a  direct competitor. The advantage, however, is that there is an opportunity to learn 
and improve your processes based on information from a  truly best-in-class company.  
Nenadál, Vykydal and Halfarová (2011) 

In terms of the nature of the chosen object, benchmarking can be further divided into seve-
ral types, which are executive, functional, process or strategic benchmarking.

2.1.2 EFQM Excellence Model
This model represents a  comprehensive analysis of the company within all its processes. 
Through the EFQM model, a  company can identify areas for improvement or weaknesses 
in the business. The EFQM model is internationally recognised as the most comprehensive 
management tool. Today, it is the most demanding but at the same time the most sophistica-
ted methodological material for the development of management systems in the world. The 
model covers a total of 9 areas of business management, where five criteria create the prere-
quisite for good business results and the other four criteria assess the results and objectives of 
the company. These criteria are leadership, strategy, people, partnerships and resources, pro-
cesses, customers, people results, company results and key economic results. Each criterion is 
scored to give the business a view of the results it should be achieving.

The model is used as a  means of self-assessment for the company and is used as  
a basis for strategic planning. The EFQM model is based on an assessment of the tendency to 
improve in terms of profit, customer orientation, a clearly defined strategy, the development 
of human potential, innovation, improving relationships with partners and access to employ-
ees or customers. Nenadál (2004)
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2.1.3 Balanced Scorecard
The most well-known representative of complex performance measures today is the 
Balanced Scorecard method, introduced in the 1990s by Robert Kaplan and David Norton. 
It was founded precisely as a  modern approach to measuring business performance, in 
response to criticism of one-sided indicators that were more oriented towards the past 
and the financial concept of these indicators in the form of hard factors. In today’s  infor-
mation era, these financial measures are no longer sufficient. It is now important for  
a company to focus on soft factors along with hard data, which can include, for example, 
employee qualifications or customer relations. This concept therefore replaces traditional fi-
nancial measures focusing on the past but adds new measures. The Balanced Scorecard is 
therefore a system of balanced scorecards that focuses on measuring performance, but at the 
same time anchoring it within the entire corporate management system and also seeks to link 
corporate strategy with operational activities. Kaplan and Norton (2005) 

The Balanced Scorecard is nowadays often used, among other things, as a strategic business 
management system. Thus, it is used in enterprises to manage long-term strategy and provi-
des managers with some framework for implementing critical managerial processes. These 
processes can include transforming vision and strategy into their goals, communicating these 
plans and metrics, or improving feedback and learning capabilities. Kaplan and Norton (2005)

The Balanced Scorecard concept adds new measures of financial performance called drivers 
that can inform changes before they are reflected in lagging indicators. Therefore, these mo-
mentum measures are referred to as future performance measures. They can be used by 
a business to measure how it is creating value for its customers, or the extent to which it needs 
to improve the skills of its workforce or the quality of its systems. Kaplan and Norton (2005)

2.1.4 Six sigma
This model focuses on the analysis of qualitative problems and their elimination. It is mainly 
concerned with increasing customer benefit and improving business results. The main aspect 
here is the approach to improving product quality through teamwork. 

Six Sigma aims at identifying and eliminating the causes of errors in the production and 
business process and then meeting all customer requirements in all important processes. The 
process of this method starts with the customers and the aim is to satisfy all their require-
ments to the maximum. There is a  strong emphasis on documenting the execution of the 
work and examining the work among employees on the job site. Thus, this model can be seen 
as a comprehensive methodology for measuring the performance of processes in a company 
and their post-intentional improvement. To implement the model in the management of an 
enterprise, the enterprise needs to meet the following prerequisites: continuous improvement 
of processes, all activities composed of processes, support of top management, setting priori-
ties, expanding the competence of employees, promoting teamwork, continuous assessment 
of process performance, determining the subject and method of measurement, and determi-
ning work teams 

In this method, we encounter the concept of the “magic triangle”, which represents the 
central requirements of competitors, which are quality, time, cost and innovation. If  
a business can master this magic triangle, it could become better and faster than its competi-
tors. Töpfer (2008)

2.1.5 EVA – Economic Value Added
One of these modern approaches works with economic value added, which shows the effici-
ency of a company using its capital and the excess of the company‘s profit over the weighted 
average cost of capital. The higher its value, the higher the value is for the efficiency of the 
company‘s use of capital. The high values of this indicator indicate a high level of capital gain. 

Based on the Economic Value Added, a corporate Value Based Management system is de-
veloped. This enterprise management system is based on maximizing the economic value 
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added. The goal of all decisions in the enterprise is then to increase value for shareholders and 
owners. This management system was developed in the context of the increasing globalisa-
tion of markets and is different from the other approaches. It can be seen as one of the latest 
trends in approaches to assessing the economic efficiency of companies. The globalisation of 
markets is linked to the new attractiveness of the importance of international investors, who-
se pressure to defend their interests is greater than that of private investors. Voříšek (2008)

2.1.6 Other methods
However, many other approaches are found in practice. Selecting the appropriate indicator to 
measure business performance is therefore not straightforward. New concepts for measuring 
and evaluating non-financial indicators are emerging, which is gradually influencing the tra-
ditional methods of measuring business performance. In practice, there is not yet a uniform 
approach in the field of implementation of these methods and their application in individual 
enterprises is different. This subsequently leads to problems in the field of inter-company 
comparison. 

Chenhall and Langfield-Smith (2007) also state the necessity of choosing the appropriate 
method of performance measurement in relation to different disciplines in the company, such 
as marketing or human resource management, where it is necessary to use non-financial 
indicators rather than traditional financial indicators. Within marketing or human resources, 
customer loyalty or satisfaction are important aspects. Thus, managers from the functions in 
question are trying to develop metrics that are more relevant to their areas of management. 
In marketing, there are several different areas of research on performance measurement. 
Customer loyalty then emerges as a more influential factor than, for example, market share.

In conclusion, it is useful to add a final perspective to the methods given. It was mentio-
ned in the introduction that the concept of performance is to some extent also linked to the 
concept of efficiency. It is therefore important to mention the method of measuring efficien-
cy, which is a key task for management. Kao (2014) mentions the DEA (Data Envelopment 
Analysis) or modified NDEA method for measuring the effectiveness of systems, which takes 
into account the effectiveness of the individual processes within the system. This approach 

Methods Concepts Tools

profit-based - EBIT, EBITDA BSC - Balanced Scorecard Financial analysis

cash flow based EFQM Model excellence PESTLE analysis

market data based - EPS Six Sigma SWOT analysis

based on sub-areas - 
profitability, activity, liquidity, debt, 
productivity

TQM - total quality 
management Benchmarking

EVA - economic value added VBM - Value-based 
management Controlling

SVA - shareholder value added JIT - just in time Financial planning

DCF - discounted cash flow ABC - activity based cost KPIs

MVA - market value added Lean management Activity-based costing

Other.. Performance Prism Risk management

Other.. Other..

Tab. 1 Methods, concepts and tools used to measure business performance
Source: own processing
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allows identifying the causes of inefficiencies and provides a detailed view of system perfor-
mance. DEA analysis also allows the comparison of the performance of different enterprises 
from an efficiency perspective and identifies those that perform best. It therefore also serves 
in the context of benchmarking

The following is a listing of the existing range of concepts, methods and tools used to mea-
sure enterprise performance.

3 BARRIERS TO CURRENTLY USED METHODS

Measuring business performance is a key part of business management, but there are various 
shortcomings and limitations of the methods used for this purpose:

Financial indicators versus non-financial indicators: traditional performance me-
asurement methods often depend on financial indicators such as profit, sales, return on 
investment (ROI), and others. These indicators may inaccurately reflect the true state and 
potential of the business, as they ignore important non-financial aspects such as customer 
satisfaction, product quality, innovation capabilities, or company culture.

Short-term versus long-term performance: many methods focus on short-term results, 
which can lead to ignoring long-term goals and strategies. This focus can encourage decisi-
ons that are beneficial in the short term but detrimental to the long-term sustainability and 
growth of the business.

Relativity and context dependency: Performance measurement often depends on com-
parisons with competitors or industry standards. This approach can be problematic because 
it ignores the unique context and strategy of each business. It also does not take into account 
different market conditions or economic cycles.

Complexity and clarity: Some advanced methods may be too complex and difficult to 
understand for all employees. This can lead to problems with internal communication and 
clarity of corporate objectives.

Subjectivity and manipulation: Methods that involve subjective evaluations, such as 
employee performance evaluations, may be prone to bias and manipulation. In addition, fi-
nancial ratios can be influenced by accounting practices and creative interpretations.

Change and adaptability: The corporate environment is constantly changing, requiring 
flexible and adaptable methods of measuring performance. However, many traditional me-
thods may be too rigid and inadequate for today‘s dynamic conditions.

As mentioned above, the Balanced Scorecard concept is considered to be the most com-
prehensive method. Hoque and James (2000) also confirmed a positive correlation between 
the use of BSC and firm performance. But this method also has its barriers, which have been 
mentioned by its authors. These barriers are the unfeasible vision and strategy, the non-co-
nnection of the strategy with the objectives of individuals, the non-connection of the strategy 
with the allocation of resources and only tactical feedback. However, the non-sufficiency of 
human resources can be considered as the main factor limiting the implementation and use 
of this method. The problem in most cases is more accurately a non-sufficiency of qualified 
people. Another serious shortcoming is the poor weighting of indicators and metrics. Kaplan 
and Norton (2005)

Even though the BSC method is the most widely used, mainly because of its simplicity, 80% 
of companies make mistakes with this method.  An interesting perspective on these mistakes 
is provided by, for example, Mr Bernard Marr, one of the world‘s most respected experts in 
the areas of strategy, business performance and AI in business, who has worked with many 
global organisations including Amazon, Google, Microsoft, Astra Zeneca, NATO, Toyota, The 
Royal Air Force, Shell, the United Nations, Walmart and many others.

These errors include, for example, the flaw in the development of the balanced scorecard, 
where in most corporate enterprises only two or three people compile the scorecard. The 
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system is then biased and has no real reporting capacity. The management should sit down 
with each key person in the company and talk to them about their strategic objectives, and 
then develop the system together so that everyone contributes equally. Another mistake occurs 
when the enterprise chooses what indicators to measure instead of what it should do. The bu-
siness then measures everything that moves, everything that the competition measures, and 
not what matters. It therefore does not have well-established KPIs. It measures everything 
easy to measure and easy to get data for, instead of what it needs to track. The business must 
start by defining its strategic objectives and designing a clear strategy map from which it will 
know the purpose of the business and derive the right metrics. If the business has a strategic 
goal, it should develop a key performance question and then by answering that question it 
will get an insight into how well it is meeting that goal, and only then will the information 
need to be formulated according to that question. Another error is caused by looking at the 
Balanced Scorecard method as a four-perspective framework, where the company starts fi-
lling in the individual squares instead of thinking about what its business strategy is and what 
it needs, what it wants to achieve in terms of financial perspective, what it wants to sell to 
customers, what its value proposition is and what are the basic factors that will allow us to 
cover the entire strategy of the company. With this perspective, the framework can have five 
or six perspectives. Following just looking at the method as a  four-perspective framework, 
we need to first identify a strategic map to understand the cause-and-effect relationship as 
mentioned earlier. It is often stated that authors Kaplan and Norton would start with this thi-
rd book first, as this understanding is essential for the next steps. This visual map then gives  
a  clearer overview of the whole enterprise and goes well with communication. It is 
a  complete mistake to adopt this balanced system from someone else who has already 
worked out their structure. This is tempting, but every business is different and focuses on 
different clients etc. Thus, it is logical that it will have other appropriate indicators. Many 
businesses also create a strategy that looks good. However, if a business does not make sure 
that it has a  clear action plan and projects that will enable it to meet its strategic objecti-
ves, it will have non-existent strategic plans and fail to implement them in the long run. 
Balanced scorecards should propose actions and initiatives for each strategic objective.  
A clear catch is if the business does not regularly communicate internally. If a business me-
asures KPIs, has strategic goals and tracks measured metrics and indicators, it has the ideal 
foundation and data to understand, analyze and communicate all of this. It should engage pe-
ople across the business to get information on how well the targets are being met throughout 
the year. Further, these metrics should be regularly reviewed and monitored monthly. Discuss 
together what the business is doing well, why things need to change and how to do things in 
the future, for example using dashboards. Instead of management just being overwhelmed 
with data that no one else understands and tracking the past instead of focusing on how to 
support future developments. The final shortcoming is that the business does not revise its 
strategy even though its business, environment, competitors or products change. It is necessa-
ry to check strategic goals to see if they need updating and are still true (Marr, 2020).

Even the simple benchmarking method has its reasons for not being extended. The negative 
side of this method is, for example, overestimation of the company‘s  results, managemen-
t‘s  rejection of external information and the fact that management often fails to admit its 
shortcomings.

Another significant barrier to all modern indicators for measuring the performance of an 
enterprise is the fact that these methods were developed mainly in 1986–1993, so they can no 
longer be considered completely modern, given the turbulent development of the economic 
environment.

Ittner and Larcker (2003) also point out the numerous errors that companies commit when 
trying to measure non-financial performance indicators. These errors again include incorrect 
setting of objectives, misidentification of appropriate non-financial indicators for the firm, or 
erroneous measurements. 
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Tangen (2004) points out that many businesses still rely on traditional financial performan-
ce indicators and fail to recognise the importance of non-financial measures.

It is important to note that no one method can perfectly measure the performance of 
an enterprise, and therefore it is often recommended to use a  combination of them for  
a  more comprehensive and balanced assessment. According to Taouab and Issor (2019), 
finding the ideal concept for managing and measuring business performance is a complex 
problem.

4 RESULTS

Measuring business performance is a  complex process that includes various aspects 
such as financial indicators, resource efficiency and market competitiveness. A  key ele-
ment is the financial health and stability of the business. Financial analysis tools have 
long been used to assess financial performance. These traditional financial ratios are still 
widely used, but their limitations in capturing the complexity of modern business ope-
rations are increasingly being discussed in the context of the growing tendency towards  
a competitive environment. Thus, non-financial indicators have become important in recent 
years, seeking to eliminate the shortcomings of financial ones. 

The weakness in modern indicators for measuring corporate performance lies in the need 
for more comprehensive and modern measures to match the evolving business environment. 

5 DISCUSSION AND CONCLUSIONS

This paper has attempted to review the literature on measuring sub-enterprise performance. 
Enterprise performance measurement is a  critical aspect of management and decision-

-making in any enterprise. Various publications have examined different dimensions and 
indicators of measuring the performance of a sub-enterprise and have shed light on the im-
portance of modern approaches and effective measurement systems. At the same time, their 
barriers have been pointed out.

The current state of the literature provides valuable insights into the development and im-
portance of modern indicators for measuring enterprise performance. Overall, the literature 
reflects the developments in the field of enterprise performance measurement and highlights 
the need for modern indicators, effective measurement systems and linking the necessary 
aspects to enhance organizational performance. 

A multifaceted approach is needed to address the shortcomings in modern indicators for 
measuring enterprise performance. The current literature review, within the framework of 
the obsolescence of the so-called “modern” approaches, constantly opens up space for further 
investigation and research in the field.
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ABSTRACT
Recent years have brought numerous challenges to Europe and the world in the form 
of a complex geopolitical situation, threats to the safety and health of the population, 
deepening economic differences, and a lack of natural resources. Dealing with some of 
the challenges mentioned above is carried out through digitization and the development 
of the single market. The European Commission enacted numerous documents and 
implemented a series of activities aimed at strengthening the European digital market. 
Actions and policies aim to support digitization to increase economic activity and achieve 
other social benefits such as empowerment of people, solidarity and sustainability. 
Due to unequal initial levels of development and the readiness of states, companies 
and individuals for the changes brought by information technologies, a digital divide 
emerged. The main research question in this paper is whether the achieved level of 
economic development conditions the level of digitization. It also examines which 
elements in the digital transformation can be most influenced to reduce the digital 
divide. Structural equation modeling (SEM) is applied to answer the research question. 
The importance of the results is reflected in the fact that by confirming the connections 
between the digital level and economic parameters, the direction of influence on the 
reduction of digital divides and the fulfillment of globally set goals related to social 
equality can be defined.

Keywords: digital development, economic development, European countries, digital 
society and economy index

JEL Code: F63, O33, O52
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1 INTRODUCTION

Digital technologies such as the Internet, electronic devices, and applications that collect, sto-
re, analyze, and share information are changing the world by altering how people go about 
their lives and businesses. These technologies provide new opportunities for people to esta-
blish their lives and businesses globally. However, in the context of the pandemic, wars, and 
environmental issues, the ongoing global crisis is becoming more severe and worsening the 
world’s economic situation.

Digital development in developed countries happened rapidly with the help of governments 
and financial institutions but also with the support of international institutions. Developing 
countries, on the other hand, faced a lack of investment funds and a weak ITC infrastructure. 
Due to unequal initial levels of development and the readiness of states, companies and in-
dividuals for changes brought by the expansion of information technologies, the emergence 
of a digital divide has occurred, especially in cases of poorly developed and underdevelo-
ped economies (Mubaraket al., 2020; Habibi and Zabardast, 2020). Even within the EU, not 
all member states have the same understanding and acceptance of digital transformation 
(Balcerzak and Pietrzak, 2017; Traşcă et al., 2019). Accordingly, the European Commission 
adopted numerous documents and implemented a series of activities aimed at strengthening 
the European Digital Single Market (European Commission, 2021a; European Commission, 
2021b). The goals of the activities and policies are not only to support digitization to inc-
rease economic activity, but other social benefits should be achieved. The new vision of the 
European Union named 2030 Digital Compass states that digitization is a new force and im-
perative for achieving solidarity, sustainability and empowerment of people and businesses. 
Looking from a national point of view, it is necessary to build the basis for an efficient digital 
economy to influence the reduction of digital differences at the regional level and improve the 
country‘s competitive position.

Previous research on the connections between the level of digitalization and its results 
mainly refers to the impact of digitalization on economic performance, environmental per-
formance, sustainability and social consequences (Li et al., 2020; Popkova et al., 2022). In light 
of the significant deepening of economic differences, the dilemma remains whether count-
ries with a lower level of economic development and the ability to invest in ICT can actually 
initiate digital transformation and achieve benefits. There appears to be a lack of studies con-
tributing to understanding and explaining the impact of a country‘s economic strength on 
digitalization. There is still space in the literature for answering questions: 1) What are the key 
variables defining the structure of digital development in European countries? 2) Does a spa-
tial pattern of economic development affect specific aspects of digital development levels?

The novelty of this research lies in asking questions that are rarely found in the literature. 
Specifically, it focuses on questioning the relationship between economic and digital levels, 
opposing the main body of literature, which presupposes the influence of digital on the eco-
nomic level. Therefore, the main research question in this paper is whether the achieved level 
of economic development conditions the level of digitization. It also examines which elements 
in the digital transformation can be most influenced to reduce the digital divide. Data on the 
digital society and economy and the level of economic development are used to define the 
research model, and structural equation modeling is applied to answer the research questi-
on. The importance of the results is reflected in the fact that by confirming the connections 
between the digital level and economic parameters, the direction of influence on the reduc-
tion of digital divides and the fulfillment of globally set goals related to social equality can be 
defined.
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2 THEORETICAL FRAMEWORK

It is believed that the digitalization of society and the economy can significantly help in over-
coming the crises that have arisen in recent years by removing physical borders, unhindered 
communication, and acquiring certain rights, as well as creating numerous opportunities for 
innovation and new markets. However, attempts to respond to crises have also shown the 
weaknesses of the digital space and created strong divides.

When analyzing research dealing with the level of digital development and the digital di-
vide, the availability of certain information and communication technologies is first of all 
examined. In fact, the digital development of a country is measured by the connectivity of 
households and individuals. ICTs then imply the existence of an infrastructure consisting of 
electronic equipment, networks and software that can collect, exchange, process and store 
data (Lucendo-Monedero et al., 2019). When considering the impact of telecommunication 
infrastructure on economic growth, the conclusion is that basic telecommunication techno-
logies (broadband technology) have a more significant impact in less developed countries, 
while in developed countries, the impact of mobile technology is more noticeable (Habibi 
and Zabardast, 2020; Myovella et al., 2020). The explanation of the results lies in the fact that 
underdeveloped countries still base their ICT level on broadband technology, while the mobi-
le infrastructure is less developed.

The increased digitization and the inclusion of information and communication technolo-
gies in all spheres of life bring numerous business and social challenges. With the inclusion of 
Industry 4.0 technologies in business, traditional chains of value creation and the dynamics of 
the modern business environment are changing. The integration of digital technologies into 
business facilitates the collection and analysis of large amounts of data that are generated in 
modern operations, as well as speeding up the production process and responding to market 
demands, producing higher quality products with increased savings and achieving circular 
and sustainable goals (Traşcă et al., 2019). The main barrier to introducing digitalization in 
business processes is high costs and lack of funds, as well as the possibility of specific proce-
sses being optimized following new technological requirements (Pech and Vaněček, 2022). 
Economics is particularly highlighted as a  critical obstacle in developing countries where 
companies do not have sufficient funds for investments in new technologies and the means 
to ensure returns from those investments (Kyobe, 2011).

Integrating ICT in the entire value chain can be complex, especially for small and medi-
um-sized enterprises (SMEs). This is because it requires the use of networks and various IT 
systems. As a result, many SMEs find it challenging to achieve the necessary technological le-
vel required to use Industry 4.0 solutions and adapt their organizational structure to the new 
way of doing business (Sevinç et al., 2018). 

The complexity of the organizational structure of companies and the readiness of manage-
ment and employees to accept a new way of thinking and working have been identified as 
significant barriers to digitization and the application of Industry 4.0 technologies (Pech and 
Vaněček, 2022). Digitization brings disruptive changes in the working environment and wor-
king conditions, and new skills and specific knowledge are required, while, on the other hand, 
employees react much more slowly. Digital competencies include multiple disciplines related 
to using digital tools and applications, finding and understanding information, critical thin-
king and problem-solving, and the ability to communicate through ICT (Picatoste et al., 2018). 
Given that digitization reduces the need for low-income, low-skilled employees, digital com-
petencies become crucial for securing a job and, consequently, higher employee productivity. 
The widespread adoption of Industry 4.0 has led to a deficit of competent professionals with 
the necessary technical skills and knowledge to facilitate the transition to the new methods 
of production, which involves a real-virtual working space. This shortage is particularly pre-
valent in specific technical occupations (Liboni et al., 2019). According to a study by Schröder 
in 2017, the shortage of human resources seen initially will be resolved in time with the 
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increasing number of programs and students pursuing education in the MINT subjects, i.e., 
mathematics, informatics, natural sciences, and technology (Schröder, 2017).

 Mubarak et al. (2020) test the impact of socioeconomic factors on ICT acceptance. The 
results indicate a  strong positive association of income and education with levels of ICT 
dispersion worldwide. Research by Heinz (2016) speaks about the influence of socioeconomic 
background on the availability of ICT technologies as an essential factor for developing digi-
tal competencies, highlighting the occurrence of inequality conditioned by social inequality. 
Kwilinski et al (2020) considered that countries at a higher level of digitization have a lower 
percentage of the population at risk of poverty and social exclusion. However, the results sho-
wed that a high level of digitization does not reduce the risk of poverty and social exclusion, 
especially in poorer EU members, due to low digital competencies, and the economic impact 
should be directed not only at ICT infrastructure but also people.

The ability to adopt and use new technologies largely depends on the environment created 
by the government by enacting specific regulations that help digitization, but also by investing 
in infrastructure and developing its digital competencies. Therefore, with the digitization of 
the business and personal spheres of life, the expected and required changes also apply to 
government services. In accordance with all the changes, digital government is being introdu-
ced, the task of which is to create the conditions for certain social demands of the population 
to be met through digital government systems. This means, on the one hand, the construction 
of a central functional infrastructure internally, but also the promotion of these services and 
harmonization with the needs and digital competencies of the population so that the built 
system functions externally. Yifan and Bei (2022), when examining the factors that influence 
the creation of digital government concluded that better economic conditions and financial 
support for digital transformations provide a better basis for creating digital government and 
e-services. 

Following the research question and analysis of digitalization aspects, the proposed hypo-
theses are:

• Hypothesis 1. The economic level has a positive influence on ICT accessibility
• Hypothesis 2. The economic level has a positive influence on the integration of ICT in 

business
• Hypothesis 3. The economic level has a positive influence on the level of ICT skills of 

the population
• Hypothesis 4. The economic level has a positive influence on the digitization of public 

services.

3 METHODOLOGY AND DATA

The mentioned literary sources point to strong digital divides at different levels, whether they 
are about more economically developed and less developed countries or at the level of certain 
population groups. It can also be concluded that the digital divide is not only a consequence of 
the availability of digital technologies but also of the level of ability to use these technologies. 
Therefore, the problem of digital development is multidimensional (Balcerzak & Pietrzak, 
2017), and its solution requires a complex analysis.

The problem is approached using the Digital Economy and Society Index (DESI) indicator. 
Namely, since 2014, the European Commission has been monitoring the digital progress of 
EU member states. To this end, the Eurostat Database, which provides uniform and high-
-quality statistical data on various topics in Europe, is used. First, five domains were used to 
define DESI, while the DESI 2021 report contained four areas under consideration: human 
capital, broadband connectivity, the integration of digital technologies by businesses and di-
gital public services. DESI was adapted in 2021 to reflect two important policy initiatives: 
the Recovery and Resilience Facility and the Digital Decade Compass (European Commission, 
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2021b). The Eurostat Database also contains data for other European countries, making it po-
ssible to assess digital performance at the European level. DESI is also used in other research 
as a valuable tool for the unique identification of the level of digital competencies of countries 
(Kwilinski, 2020). In this research, data from the Eurostat database was mostly used for the 
indicators of digital development factors, while some indicators used OECD data.

Three socioeconomic indicators were chosen and combined into one factor to determine 
economic growth. First is the Gross Domestic Product (GDP) per capita, whose values were 
obtained from World Development Indicators and represent gross domestic product divided 
by midyear population. Another important indicator is the Employment Rate, which is the 
percentage of employed persons in relation to the total population. The indicator is based on 
the European Labor Force Survey (EU-LFS) results. The third indicator of economic develop-
ment is the Final Consumption Expenditure of the General Government. General government 
final consumption expenditure consists of expenditures for collective consumption (defense, 
justice, etc.), which benefit society as a whole and expenditures for individual consumption 
(health care, housing, education, etc.), which reflect spending incurred by the government on 
behalf of an individual household (OECD, 2014). Figure 1 displays a general model of the rela-
tionship between Economic level and Connectivity, Integration of digital technology, Human 
Capital and Digital public services. The list of indicators used for assessing the proposed con-
structs in the research model is presented in Table 1.

Construct Item Description Source

Connectivity

a1 Overall fixed broadband take-up Eurostat 

a2 At least 100 Mbps fixed broadband take-up OECD

a3 Fast broadband (NGA) coverage OECD

a4 Mobile broadband take-up OECD

Integration of digital 
technology

b1 SMEs with at least a basic level of digital intensity Eurostat 

b2 Social media Eurostat 

b3 Cloud Eurostat 

b4 SMEs selling online Eurostat 

b5 e-Commerce turnover Eurostat 

Human capital

c1 Above basic digital skills Eurostat 

c2 ICT specialists Eurostat 

c3 Enterprises providing ICT training Eurostat 

Digital public 
services

d1 e-Government Index UN 

d2 e-Participation Index UN 

Economic growth

GDP GDP per capita World Development 
Indicators

Empl Employment Eurostat 

Fin_cons Final consumption expenditure of general 
government Eurostat 

Tab. 1 Items used to validate the hypothesis in the proposed model
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The analysis of the proposed research model, which assumes the impact of economic factors 
on digital economy factors, is based on Structural Equation Modelling (SEM). SEM is a widely 
used technique for testing theoretical hypotheses. It consists of two main components: a me-
asurement model, which is essentially a confirmatory factor analysis (CFA), and a structural 
model that examines the hypothesized relationships between latent constructs. Confirmatory 
factor analysis (CFA) is a method for confirming assumptions based on theory. It involves defi-
ning the variables that represent the factors and creating a measurement model to show how 
the observed variables describe the latent variables in the proposed model. The key aspect 
of CFA is to assess the reliability and validity of the observed variables and their interco-
nnections. The structural model examines the effects of independent variables on dependent 
variables. Once the measurement model is validated, the structural model is defined by esta-
blishing the relationships between the constructs. Through successive regression equations, 
the structural model determines the characteristics of the relationships between variables. 
Additionally, the assessment of the explained variability of the dependent variables (R2) is sig-
nificant during the evaluation of the structural model. The advantage of structural modelling 
compared to other statistical techniques is that it enables the simultaneous examination of 
mutual dependencies of a series of connections between variables (Hair et al., 2014), which is 
the need of this research.

4 RESULTS

Statistical data in the period 2015–2019 for 281 European countries were considered, resulting 
in a sample of 140 lines of data used in analysis. 

Five variables that make up the research model were used to evaluate the impact of the 
economic level on the level of the digital economy. SmartPLS software (Ringle et al., 2015) 
was used to determine the validity of the measurement and structural levels. The convergent 
validity of the constructs was confirmed by Cronbach‘s Alpha coefficient with values higher 
than the recommended value of .70 (Cronbach, 1951) as well as Average Variance Extracted 
(AVE) values above the recommended value of .50. Construct reliability (CR) is also used to 
check convergent validity and high values (between 0.60 and 0.70 and above) mean that all 

1 The data were available for 28 countries, comprising the 26 EU member states (Malta‘s data were missing) plus 
the UK and Norway. Time spane depended on data availability.

Fig. 1: Proposed research model
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indicators consistently represent the same latent constructs (Hair et al., 2014) (Table 2). Also, 
the discriminant validity of the measurement model is met, given that the correlations be-
tween any two constructs are lower than the average variance estimate (AVE) (Table 3). The 
statistics presented indicate the acceptability of the measurement model, given that unidi-
mensionality, convergent, and discriminant validity are shown.

For testing the structural model, i.e., the hypothesis, a bootstrapping module with 5000 re-
-samples was used to test the significance of the proposed relationships. Analysing the t-test 
statistics, whose value for all proposed paths is greater than 1.96, it can be concluded that all 
proposed hypotheses are accepted. The connections between the variables were observed 
through the β coefficients (values presented on arrows in the model), which means a stron-
ger predictive connection between the variables if the absolute value is higher. High values 
of β coefficients indicate a strong influence of economic factors on all tested variables, thus 

Cronbach‘s alpha Composite 
reliability (CR)

Average variance 
extracted (AVE)

Connectivity 0.871 0.911 0.718

Integration of digital technology 0.889 0.919 0.695

Human capital 0.839 0.903 0.757

Digital public services 0.907 0.953 0.909

Economic level 0.785 0.88 0.715

Tab. 2 Convergent validity of the constructs

Connectivity Digital public 
services

Economic 
level

Human 
capital

Integration 
of digital 
technology

Connectivity 0.848

Digital public services 0.519 0.954

Economic level 0.74 0.592 0.845

Human capital 0.681 0.648 0.854 0.87

Integration of digital 
technology 0.659 0.591 0.702 0.806 0.834

Tab. 3 Discriminant validity of the constructs

Original 
sample 

Sample 
mean 

Standard 
deviation T statistics P values

Economic level -> Connectivity 0.74 0.741 0.032 23.26 0.000

Economic level -> Human capital 0.854 0.856 0.019 45.014 0.000

Economic level -> Integration of digital 
technology 0.702 0.707 0.05 14.084 0.000

Economic level -> Digital public services 0.592 0.596 0.039 15.344 0.000

Tab. 4 The results of hypothesis testing
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confirming all four proposed hypotheses. The statistical significance of the obtained results 
was confirmed with P-values at a significance level of 0.000 (Table 4). The value of the ex-
plained variations ranges from 35.1% for the Public services variable to 73% for the Human 
capital variable, which is considered a significant effect (Ringle et al., 2014) (Figure 2).

5 DISCUSSION AND CONCLUSIONS

By considering the four key points in the process of successful digital transformation, which 
have been set through the strategy of the European Commission called the 2030 Digital 
Compass, it is possible to determine the places where digital divides occur and the economic 
condition of their appearance. The model proposed in the research tests the assumption that 
the influence of economic factors on the level of digital development is positive and signi-
ficant. The proposed indicators were selected based on a review of previous research and 
represent the most significant elements of the DESI index. The quality and validity of the mo-
del and the collected data are determined by the statistical criteria used to measure reliability 
and validity, which are above the recommended thresholds together with high coefficients of 
determination R2 for the dependent variables. 

Analyzing the results makes it possible to confirm strong positive links between the econo-
mic and digital levels. Cruz-Jesus et al. (2017) found that the relationship between digital and 
economic development is not linear. Thus, by looking at certain digital-level factors, it can 
be concluded that economic factors strongly influence human capital. Digital transformation 

Fig. 2: Summary of the results for measurement and structural model
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must be based on the ability of the population to be digitally literate and on highly qualified 
experts, and this is possible through the economic impact on the development of the digital 
education system and effective programs for the development of digital competencies of the 
workforce.

Another factor describing the digital level, which is strongly influenced by economics, is the 
availability of digital infrastructure. The literature suggests a strong link between digitization 
acceptance patterns and GDP per capita (Mubarak et al., 2020). This research supports the 
idea that increased income and higher economic levels lead to greater adoption of ICT. In this 
segment, additional efforts should be made towards increasing investment to deliver the be-
nefits for society by having an accessible and reliable ICT infrastructure. 

It has been evidenced that companies can benefit from digital technologies by increasing 
productivity directly and indirectly, as the effect extends throughout the supply chain and 
affects its position among competitors. This conditions constant investments in the digital 
transformation of business and the application of Industry 4.0 technologies, which represent 
the core of the development of new products, new production processes and the creation of 
networked chains of new value creation (Dalenogare et al., 2018). In order to realize the in-
tention of creating a Single Market, businesses that lag in the digital transformation should be 
strongly economically and institutionally supported in achieving these goals.

Providing digital government services is a multi-layered process that requires the coordi-
nation of several elements (Twizeyimana and Andersson, 2019). First, an adequate digital 
infrastructure that enables the functioning of digital services aimed at people at the local and 
national levels is necessary. Services that are created must be developed in such a way as to 
enable their use despite certain individual limitations of the user. On the other hand, digital 
administration and direct channels of communication with the population enable govern-
ments to understand the population‘s needs more clearly and to direct additional efforts and 
funds to the development of programs and procedures to increase the efficiency of e-govern-
ment and ensure further digital development.

The results of this study should be considered in the context of developing strategies to 
improve the digitization process in countries whose degree of digitization is at a lower level, 
as well as the increase of digitization in companies to survive in the global competitive race.

The limitation of the paper is that it does not compare individual countries or groups of 
countries in order to determine measures of disproportion in the level of digitization. For 
further research, it‘s crucial to consider how different countries or regions may have varying 
characteristics that could impact the model‘s results. Conducting subgroup analyses and ex-
ploring alternative model specifications should ensure the validity of the model‘s conclusions.
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ABSTRACT
This article proposes a Mobile Augmented Reality (MAR) application for object detection. 
The application can detect predefined objects in the camera stream and display infor- 
mation about them. Object detection poses many challenges, and a common approach is 
to perform it remotely on a server. However, this requires an active internet connection. 
Alternatively,detection can be performed locally using a model stored on the device.
How- ever, not all devices have the capability to perform real-time detection. We have 
created a Mobile Augmented Reality app that can detect objects in the camera stream. The 
app can perform detection locally or remotely, depending on the device’s configuration. 
Sec- ondly, the app’s ability to perform detection locally or remotely makes it versatile. 
The paper has two main contributions. Firstly, the proposed application architecture 
can be applied to any similar MAR app. The application was tested on multiple Android 
devices to determine the minimum configuration required for local object detection.

Keywords: object detection, Mobile Augmented Reality, Tensor Flow

JEL Code: L63, L86

1 INTRODUCTION

Machine vision, including artificial intelligence, plays a crucial role in various mobile ap- pli-
cations. One of the most common groups of applications is Mobile Augmented Reality (MAR), 
which allows virtual objects to be visualised in real-world environments. MAR ap- plications 
are typically operated on users‘ mobile devices, such as their phones (Zhou and Zhao, 2022). 
MAR applications utilise object detection to identify real-world objects in a camera stream 
and the augmented reality principle to visualise information specific to the detected object(s). 
However, object detection presents several challenges. There are three main approaches to 
performing object detection with mobile devices: a) on the server, b) on the device, or c) 
a combination of both (Ghasemi et al., 2022). Ghasemi et al. (2022) published a review that 
clearly demonstrates the prevalence of processing on a remote server. In this method, the 
camera image from a device is sent to the server, where object detection is performed. This 
approach has a clear advantage in that it utilises the compu- ting power of the server rather 
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than relying on the device (Ghasemi et al., 2022). However, it also presents several challenges, 
with communication latency being the most signifi- cant. Edge computing can partially elimi-
nate this issue by performing detection on a local server connected to the same Wi-Fi network 
as the device (Liu and Han, 2018). However, as the computing power of mobile devices inc-
reases every year, many applications now use local models to perform necessary tasks. Some 
applications use a combination of server and device, with the device used to find the ROI and 
the server used to recognise specific objects (Knez and Šajn, 2020).

This paper presents a system for object detection that can be performed locally or remotely 
on a server. However, it is important to note that object detection is just one aspect of the entire 
MAR process. The model is first trained and then prepared for local or remote object detection 
using the TensorFlow framework. Once the object is detected, information about it is visualised 
using augmented reality. The Android platform is used to test the proposed methods.

The contribution of this work is twofold. First, we have proposed and developed an object 
detection and AR visualisation system. The system decides whether the device is capable of 
fast local object detection. If so, the detection is performed locally. Otherwise, the image is sent 
to a remote processing server and the object location information is sent back to the device. 
Secondly, we carried out performance tests. We tested object detection on several Android de-
vices and compared the results with remote object detection using two different client-server 
communication technologies: REST API and Web Socket.

The rest of the paper is organised as follows. In the next chapter, we review recent 
articles on object detection. The ‚Methods and Materials‘ section outlines the proposed 
system and includes the test methodology. The results of the tests are presented and dis- 
cussed in the ‚Results‘ section. Finally, concluding remarks are given in the ‚Discussion 
and Conclusions‘ section.

2 LITERATURE REVIEW

Object detection is the process of identifying a specific object or class of objects in a com- puter 
image. There are various algorithms available for object detection, with the most common 
being Convolutional Neural Networks (CNN). These algorithms can be classified into two main 
categories: two-stage and one-stage detectors (Martinez-Alpiste et al., 2022). Two-stage detec-
tion involves dividing the image into separate parts. The algorithm takes each input part and, 
after passing through convolution and pooling layers, outputs the object classes (Ghasemi et al., 
2022). In contrast, one-stage object detection algo- rithms like SSD (one-stage single shot detec-
tors) or YOLO (You Only Look Once) identify objects with just one pass through the image. The 
output of all detectors is the location of the object‘s bounding box in the image (Xiong et al., 
2021). Two crucial requirements for object detection are speed and accuracy. Typically, there 
is a trade-off between the two, where higher speed results in lower accuracy. Object detection 
can be performed in three ways: on the server, on the client device, or a combination of the 
two (Ghasemi et al., 2022).

2.1 Server-side object detection

Server-side object detection is the most common type. Images are sent to a remote server whe-
re detection takes place. This type of detection requires high accuracy and low end- to-end 
network latency. However, low latency can significantly reduce accuracy due to changes in 
the user‘s view (Liu, Li and Gruteser, 2019).To optimize this process, several techniques can be 
employed, such as edge computing, federated learning, or software- defined networks (Xiang, 
Seeling and Fitzek, 2021). Edge computing reduces latency by performing computations clo-
ser to the source device on a local network (Liu and Han, 2018). It is important to note that 
training can also be demanding on device or server performance, not just object recognition. 
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Zhou and Zhao (2022) propose the use of Fed- erated Learning, which allows each device to 
train a shared model collaboratively without sharing local data with others.

2.2 Client-side object detection

The primary benefit of client-side object detection is its offline capability and privacy. The model 
is stored locally on the device where the detection is performed, eliminating the need for a re-
mote server. As the processing is done locally, privacy is also a significant advantage. Personal 
images are not sent to a  remote service (Savchenko, Demochkinb and Grechikhinb, 2022). 
Several frameworks are used for local object detection, including TensorFlow Mobile (TFM), 
TensorFlow Lite (TFL), OpenCV, and Qualcomm Snapdragon (Martinez-Alpiste et al., 2022). 
However, local detection can be energy-intensive (Apicharttrisorn et al., 2019) and deman-
ding on devices with limited computational power (Martinez-Alpiste et al., 2022). There are 
several ways to optimize the process. Cai et al. (2020) propose a cooperative scheme between 
the GPU and the CPU for processing.

2.3 Combination of server-side and client-side object detection

Object detection requires a tradeoff between speed and accuracy. To partially solve this issue, 
Li et al. (2022) proposed a parallel offloading scheme that combines server-side and client-side 
processing. The mobile device is used to detect large objects and regions of interest (ROIs) con-
taining small objects, while small objects are detected on a remote server. Wang et al. (2022) 
also employ this principle for autonomous mobile vision. Small object detection is delegated 
to the edge. Both Li et al. (2022) and Wang et al. (2022) demonstrate significant improvements 
in accuracy.

3 METHODOLOGY AND DATA

This section outlines the proposed object detection system, which aims to provide fast and 
accurate object detection on all devices, regardless of their processing power. The system has 
been designed to detect objects either on a remote server or on a local device. The minimum 
requirements for Android devices to perform local detection are specified. If a device is not 
powerful enough to perform local detection, the remote server is used. The second objective 
is to evaluate the effectiveness of REST API and Web Sockets for real-time object detection. To 
test the proposed system, both a remote server and an An- droid application were developed. 
The application captures camera feed, performs object detection either on the server or on 
the device, and presents information about the de- tected objects in augmented reality using 
the SceneForm framework.

3.1 Remote server-based object detection

The goal of the server-based approach is to offload the performance-intensive object de- tec-
tion from the device to a remote server. The device captures an image from the camera and 
sends it to the remote server. The server receives the image, processes it and per- forms the 
detection. Objects are detected using the TensorFlow library. This library re- quires trained 
models in the tflite format. This format was chosen for its known compati- bility with mobile 
devices and can also be used for server-side detection. The tflite format is used by many pro-
jects, such as Chilukuri, Yi and Seong (2022) and Azzo, Taqi and Mila- nova (2018).

Once the detection process is complete, the server sends a list of detected objects (label, con-
fidence and bounding box) back to the device in JSON format. The device pro- cesses the list 
and then renders the detected objects in augmented reality directly into the camera stream.
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This process illustrates the drawback of server-based detection. The image from the camera 
has to be sent to the server, which can take a long time. The two most common communicati-
on schemes today are REST API and WebSockets. Both REST API and Web- Sockets have been 
implemented and tested.

3.2 Client-side object recognition

This approach removes a  major disadvantage of the server approach, which is the need 
for a  permanent Internet connection. The whole process can be done completely offline. 
Google‘s ML Kit library was used for detection. The ML Kit uses the same tflite model for- mat 
as the previous server-based approach. In the case of client-side detection, an image from the 
camera is passed directly to the detector, which returns a list of the resulting detected objects.

4 RESULTS

To test the functionality and performance of each approach, we conducted tests on both. In 
terms of server-side object detection, we compared the time it took to communicate using 
REST API and Web Sockets. Table 1 clearly shows that Web Sockets have a signifi- cant advan-
tage over REST API. Regarding the REST API, the time it takes for requests and responses to 
travel between the server and device is slower due to the need to send mul- tiple images per 
second to the server and receive the resulting objects in a timely manner. The detection speed 
on the server side remains the same when using the same model and detection method to 
identify objects.

To compare client-side object detection, we compared seven different mobile phones with 
varying configurations (refer to Table 2). The tested mobile phone devices vary with different 
configurations and Android version to test the detection on commonly used de- vices. As this is 
an offline process, we did not consider the network load of the phones. We established several 
metrics for comparison, as described above. The results in Table 2 show that the RAM para-
meter is one of the main attributes affecting the resulting detec- tion time. Moreover, newer 
processors exhibit significantly improved performance in ob- ject detection, as confirmed by 
the CPU usage metric. Moreover, newer processors exhibit significantly improved performance 

Fig. 1: Object detection process



 MOBILE AUGMENTED REALITY OBJECT DETECTION APPLICATION 

163

in object detection, as confirmed by the CPU usage metric. Moreover, newer processors exhibit 
significantly improved performance in object detection, as confirmed by the CPU usage metric. 
The more advanced processors are no- ticeably less burdened.

The findings indicate that newer and more powerful devices have a distinct ad- vantage in 
client-based object detection, as it saves time and eliminates the need for a constant internet 
connection. However, for older phones, detection time is longer com- pared to the server appro-
ach that uses web sockets. In such cases, it is recommended to perform object detection on the 
server. Real-time use can omit detection using REST API communication.

As previously stated, our system adjusts to current conditions. Through testing, we have de-
termined the necessary requirements for a mobile device to perform local object recognition: a) 
a minimum of 6 GB of RAM, b) new octa-core processors, and c) Android version 10 or higher. 
The results show the advantage of using newer mobile phones over older models in both hard-
ware configuration and available Android OS version.

Refer to Fig. 2 for the final visualization of the detection.

Type Request Detection time Response Totaltime

RESTAPI 228.451 ms 99.075ms 206.258 ms 533.784 ms

Websocket 34.364ms 99.075ms 25.397ms 158.836ms

Tab. 1 The results of server-side object detection

Device name CPU RAM Detection 
time

RAM
usage

Android 
version

CPU
usage

Samsung S21 FE Snap- dragon 888 6 GB 14.37 ms 444 MB 13 29%

Pixel 5 Snap- dragon 765G 8 GB 71.31 ms 600 MB 13 46%

Samsung S8 Snap- dragon 835 4 GB 160 ms 500 MB 9 49%

Pixel XL Snap-dragon 821 4 GB 213 ms 700 MB 10 44%

Xiaomi Mi A3 Snap-dragon 665 4 GB 236 ms 600 MB 11 52%

OnePlus 7 Pro Snap-dragon 855 8 GB 25 ms 437 MB 11 25%

Pixel 6 Google tensor 8 GB 24.7 ms 600 MB 12 38%

Tab. 2 Object detection process
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5 DISCUSSION AND CONCLUSIONS

This paper proposes a Mobile Augmented Reality application for object detection. Object de-
tection can be performed either server-side or client-side, each with its own advantages and 
disadvantages. Server-side detection offers the advantage of a central processing point wit-
hout the need to download the trained model to the device, making model up- dates more 
efficient. However, it has the disadvantage of slower processing time. Even when using web 
sockets, the time required for detection is much longer than that of local, powerful, and new 
devices. The use of standard REST API communication is only useful for applications that do 
not require real-time object detection. Over time, communication using Web Sockets is much 
faster and more efficient due to its parallel capabilities. The Web Socket allows for simulta-
neous request reception and response transmission. This means that when the server sends 
detected objects, it can already be receiving the next image to perform a new detection. In 
contrast, with the classic REST API, communication is only possible in one direction, which 
leads to increased detection and response time over time.

Fig. 2: Visualization of the detection process using Scene Form framework.
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Based on the tests, client-side object detection was better in most cases. However, this was 
not the case with older devices. However, client-side detection can lead to increased memory 
and CPU usage due to the number of detected objects stored. As mentioned in Ghasemi et al. 
(2022) there is a trade-off between speed and accuracy of object detection. In our case, the 
accuracy did not change, since the object were always detected, however the speed of the de-
tection can vary significantly based on the device configuration. Our results prove that with 
newer devices, this trade-off becomes less significant as the speed of the detection significant-
ly increases. The results show the clear advantage of client-side detection over server-side.

Therefore, we have set minimal requirements for Android mobile devices to perform ob-
ject recognition. If these requirements are not met, it is recommended to perform ob- ject 
detection server-side. The minimal requirements are a) at least 6 GB of RAM, b) new octa-core 
processors, and c) Android version 10 or higher. If the requirements are not met, the system 
will switch from local detection to remote server-side detection.
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ABSTRACT
Financial market analysis and prediction have been topics of interest to traders and 
investors for decades. This study assesses the performance of selected time series 
prediction methods like deep learning algorithms (Long short-term memory model 
(LSTM)), traditional statistical models (Seasonal Auto Regressive Integrated Moving 
Approach with eXogenous regressors (SARIMAX)), and advanced ensemble learning 
algorithms (XGBoost and FB-Prophet) using real-world data from the Indian financial 
market. The stock prices of Reliance Company serve as a case study, enabling a thorough 
evaluation of predictive accuracy and errors of the models. A pre-processing approach 
has been proposed and implemented, integrating significant economic factors (Gold 
Price, USD to INR conversion, Consumer Price Index (CPI), Wholesale Price Index (WPI) 
and Indian 10-year yield bond) and evaluated with technical metrics (Mean squared 
error, Mean Absolute Error and R2 Score). The study investigates how the inclusion 
of these factors impacts prediction accuracy across the selected time series prediction 
methods. The comparative evaluation of models before and after the pre-processing 
method sheds light on the evolving predictive accuracy of LSTM, SARIMAX, FB-Prophet, 
and XGBoost. The study showed that the SARIMAX (extension of ARIMA with seasonality 
and exogenous factors) and XGBOOST performed relatively well with the proposed 
approach while LSTM and FB prophet (though advanced) did not perform as expected 
in Indian financial markets. This research contributes to advancing the understanding 
of time series forecasting in the financial market of India, offering practical insights for 
decision-makers and researchers.

Keywords: Financial Time Series, Stock Market Prediction, Deep Learning in Finance, 
Ensemble Learning in Economics, ARIMA and XGBoost Analysis

JEL Classification: C22, C53, G17
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1 INTRODUCTION

Predicting the trends of financial markets has always been a challenge for people from various 
fields such as investors, academic researchers, financial analysts, traders, and brokers. Despite 
professionals using different strategies for short-term investment, long-term investment, or 
sheer academic pursuit, forecasting results play a vital role. In the studies of Obthong et al. 
in 2020 and Sonkavde et al. in 2023, financial markets comprised different segments such as 
bond markets, derivates markets, stock markets and commodity markets (Obthong et al., 2020; 
Sonkavde et al., 2023). A wide variety of techniques have been used in the past by traders 
such as swing trading, event-driven trading, momentum trading, trend-following trading, 
scalping, position trading and state-of-the-art algorithmic trading. However, all these trading 
methods have inherent limitations due to the nature of stocks. The inherent non-parametric, 
nonlinear, and non-stationary nature of stock prices, coupled with the noise in time series 
data, adds complexity to the prediction task (Abu-Mostafa and Atiya, 1996; Farid et al., 2023). 
Furthermore, this coupled with the influences from the political and economic environment 
around the stock market gives it further complexity to forecast the price. As traditional stati-
stical methods, including fundamental and technical analyses, grapple with limitations such 
as lagging indicators and prediction inaccuracies, the spotlight has shifted to cutting-edge 
machine learning and deep learning models in algorithmic trading. These artificial intelligen-
ce models based on historical observations of variable forms a relationship which is further 
used to extrapolate the data as its future predictions. The calculations and estimations pre-
viously done via statistics are being done by methods of machine learning such as the Long 
Short Term Memory method (LSTM) (Chen et al., 2015), Auto Regressive integrated Moving 
Approach (ARIMA) (Khashei and Bijari, 2011), SARIMA (Seasonal Auto-Regressive integrated 
Moving Approach) (Lee et al., 2008), Holt-Winters Exponential Smoothing (Dassanayake et al., 
2021), FB-Prophet (Sharma et al., 2022) introduced by Facebook and XGBoost (Gumelar et al., 
2020). While some of these methods have been around since the 1970s, others have been deve-
loped in the past decade with many hybrid models having the foundation of these basic models.

It is also important to know that majority of models known works on Artificial neural 
networks (ANN) as it is one of the most important type of non-parametric, non-linear time 
series model which have been used for time series forecasting (Khashei and Bijari, 2011). 
While the implementation of these models had been examined on various markets such as 
Hong Kong Stock Markets, Shanghai Stock Index, A-share market stocks in China, S&P 500 
Future, Shenzhen Component Index (SZI) and Chinese Securities Index (CSI) but a relatively 
smaller number of research has been done on Indian markets (Liu et al., 2023, 2024; Nasiri 
and Ebadzadeh, 2023). The studies by authors Sapre, Gori and Seah in 2023 quotes that “India 
is the fifth largest economy in the world and is 3rd in purchasing power parity according 
to International Monetary fund (IMF)” (Sapre and Gori, 2023; Seah, 2022). This can also be 
interpreted as there is an immense potential in the Indian market that investors, traders, 
and brokers can take advantage of and multiply their investment several times. But to get 
maximum returns, it is necessary to have more data regarding the performance of various al-
gorithmic models in Indian markets, the factors influencing the markets and its segments, the 
relation between these factors and performance of models and results of integration of diffe-
rent factors in different segments of markets. To gain insights into the methods, approaches or 
techniques that have been used or are currently being developed for stock price forecasting 
especially in the context of Indian market, studies such as Mehtab et al. in 2021 which focuses 
on utilizing LSTM-based models for stock price prediction, Singh and Borah in 2014, concen-
trating on forecasting State Bank of India (SBI) stock index prices through particle swarm 
optimization and fuzzy time series (FTS-PSO), and Mehtab and Sen in 2021, centred on pre-
dictions using Convolutional Neural Networks (CNN) and LSTMs, provide valuable insights 
in understanding the background and current trends in literature (Mehtab et al., 2021; Singh 
and Borah, 2014). The findings show that majority of publications have focused their research 



 COMPARATIVE ANALYSIS OF SELECTED TIME SERIES FORECASTING APPROACHES FOR INDIAN MARKETS 

169

on development of new hybrid models and their application in different domains. In the do-
main of financial markets, especially stock price forecasting, majority of the studies have also 
focused in establishing the relation between macroeconomic variables and stock prices but 
have not focused on the change in performance it brings to these forecasting models (Dhingra 
and Kapil, 2021; Subburayan et al., 2021). The methodologies are also majorly focused on the 
implementation of a single approach than the comparative evaluation of multiple models.

Another relevant thing to note is that the time span, nature of economy and sector (macro-
economic variables and industry type) affects the nature of data used for algorithm training. 
Therefore, to the best of author’s knowledge, this study, provides the missing knowledge for 
Indian markets and reliance industry for the decade of 2nd December 2013 to 30th November 
2023. This studies focuses on comparative analysis of selected models (LSTM, SARIMAX, 
XGBoost and FB-prophet) AND introducing the preprocessing approach of integration of ma-
croeconomic variables and assessing the impact on selected models AND the implementation 
of data on Reliance Industry Ltd. (2nd December 2013 to 30th November 2023) which is a mul-
tinational company holding stocks for different businesses. This combination gives the study 
a unique perspective and offers the insights for newer age models to be built in Indian mar-
kets or segments.

2 CURRENT STATE

Investing in stock markets has been one of the approaches that has been employed by various 
traders, investors, businesses and dealers over the past decades to earn a significant sum of 
money over a period. In the past, fundamental techniques like candle charts analysis, ana-
lysing earning reports, dividend yield, quantitative analysis using statistics or mathematics 
model were used to forecast the prices and get better investment benefit ratio. After the imple-
mentation of Regulation National Market System in 2005, people started to focus on machine 
learning models due to its advantages which is speed, anonymity and certainty of execution 
with predefined criteria and strategies which can also be seen from the rise in number of pu-
blications in 2005 till date (Litzenberger et al., 2012). This has come today in form of various 
methods being developed to predict the stock prices considering all the possibilities.

The implementation of basics models like LSTM, ARIMA, GRU and others to various stock 
markets have provided the foundation to newer models. This has provided the data required 
in terms of how the market shifts when facing a crisis, or when a government change, or 
when a new economic policy is implemented. This data is the very precursor with which 
researchers try to compare the newly hybrid models. When looking with a cursory point of 
view, most of the models have been deployed or tested on American markets, Chinese mar-
kets, or European markets but not many models are tested in Indian markets (Liu et al., 2023, 
2024; Nasiri and Ebadzadeh, 2023). India being the world fifth largest economy in terms of 
GDP in 2023 still does not have the amount of data, there should have been. When searched 
with Scopus with the query “time series forecasting in India” refined with the keyword “fi-
nancial market” only 137  documents come to the view with being the study on ‘Bombay 
Stock Exchange’, ‘CNX Nifty’ and ‘S and P’ as oldest using vanilla GARCH model (Karmakar, 
2005). The number of search results can easily be interpreted as ‘low’ compared to the larger 
economies in the world. This study focuses on filling that literature gap and provide basic 
supporting evidence that will encourage the state of art hybrid model to be tested and deplo-
yed in Indian stock markets.

The study has been focused on implementation of machine learning models mainly LSTM, 
ARIMA, FB Prophet and XG-Boost on Indian markets. The study by Kumaria et al. in 2023, 
that have focuses on the LSTM to analyse how the neural network anticipates to stock’s price 
(Kumaria et al., 2023). In the study by Chatterjee et al. in 2022, GARCH based hybrid mo-
dels are employed to analyse the impact of these models on banking, IT and pharma sector 
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(Chatterjee et al., 2022). In the study by Srivastava et al. in 2023. The author used NIFTY 50 da-
taset along with financial and social indicators to predict the stock price with LSTM, SVM, 
KNN, Random Forest and gradient boosting regressor models (Srivastava et al., 2023). Another 
study by J.P.S.Kumar et al. in 2023 compares the ARIMA and RNN-LSTM on Sensex and nifty 
dataset (J.P.S. Kumar et al., 2023). The study by Sharma et al. in 2022, employed the Fb-prophet 
model in comparison to ARIMA on NSE and BSE dataset (Sharma et al., 2022). Most of the 
studies have utilised either one or two basic models but not four including FB prophet and 
comparing them to evaluate the results. The evaluation metrics (MSE, MAE and R2 score) has 
also been same to evaluate the efficiency of models throughout various studies, making them 
the priority in this study. Another differentiating factor is that most of these studies have em-
ployed the models on basic features of any stock price data (Open, high, low, close, adj. close 
and date) but have not included the major economic factors or variables.

The studies by Baranidharan et al. in 2021, Dhingra and Kapil in 2021 and Hussain et al. in 
2012 have supported the relationship between stock prices exchanges and macroeconomic 
variables but have not implemented them to the selected models and have not performed 
a  comparative analysis (Dhingra and Kapil, 2021; Hussain et al., 2012; Subburayan et al., 
2021). The study by Agarwal et al. in 2019, have utilised the technical indicators to support 
the hypothesis using O-LSTM model only (Agrawal et al., 2019).

The factor that these economic factors have been utilised with the integration of four diffe-
rent models make our study distinguished.

2.1 Selection of Macro-economic factors

Economic indicators, macroeconomic variable or interest rates play a  significant role in 
influencing the financial markets especially stock prices. The economic factors chosen for in-
tegration are gold prices (Gold futures historical prices, 2023), Indian Rupees to United States 
Dollar (USD INR historical data, 2023), Indian 10-Year Bond yield price (India 10-year Bond 
Historical Data, 2023), Wholesale Price Index (India wholesale price index (WPI), 2023) and 
Consumer Price Index (India consumer price index (CPI), 2023).

Over the years, a lot of studies have indicated the relationship between gold prices and stock 
prices. In the study by Smith in 2001, the authors have provided the empirical evidence be-
tween gold price and stock prices by using four gold prices and six stock prices for the United 
States indices over the period 1991 to 2001 (Smith, 2001). The correlation was also unveiled in 
India by Bhunia in 2012, in which they which took stock prices of the National Stock Exchange 
(NIFTY) and the gold prices over April 2001 to March 2011 and by Patel in 2013, in which they 
took the Gold prices, Sensex , BSE 100 and Nifty for January 1991 to December, 2011 and 
performed ADF Test (Dickey and Fuller, 1981), Johansen’s cointegration test (Johansen, 1995) 
and Granger Causality test (Granger, 1969) to find the underlying pattern in the relationship 
(Bhunia and Das, 2012; Patel, 2013). Thus, we have used this indicator to provide more infor-
mation about the market to the models and to increase their efficiency.

The exchange rate has also been chosen to be one of the indicators as the various literatures 
have focused on the forex returns and stock prices. In the study by Batra et al. in 2020, the 
author concluded a negative relationship between the variables through Granger Causality 
test by using the data for 20 years i.e. from 25th January 2000 to 25th January 2020 (Batra et al., 
2020). In the study by Lakshmanasamy in 2021, the author concluded that there is a positive 
relationship between BSE SENSEX return and Euro/Rupee and there is a negative relationship 
between USD/INR, GBP/INR and the stock prices (Lakshmanasamy, 2021). Also, the prices of 
Gold in the dataset are in USD and after the incorporation of the price conversion, the analysis 
of result became much simpler.

The Indian 10-Year Bond yield price is a relatively new factor is incorporated in the study 
to see the impact in the stock prices forecasting results. In the study by Panigrahi in 2022, the 
authors have quoted that it is an economic indicator which acts as a benchmark in equity 
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market too (Panigrahi, 2022). They have also focused to determine a long-term relationship 
between stock market and long-term interest rate (Indian 10-year bond yield) using the 
Johansen's cointegration test and vector error correction mechanism. In the study ‘Identifying 
significant macroeconomic Indicators for Indian Stock Markets’ by Aithal et al. in 2019, the 
authors have taken 44 indicators among which the variable ‘government bond 10-year yield’ 
is an indicator and they have used this with the features of NSE Nifty and BSE SENSEX indices 
and have performed a regression analysis (Aithal et al., 2019). Thus, the factor becomes highly 
important to assess the impact of economic variables on stock market.

The other factors are WPI (Wholesale Price Index) and Consumer Price Index (CPI) which 
have been added to the economic variables list. The Wholesale Price Index usually represents 
the change in the price of goods sold by wholesale across India and consumer price index 
represents the change in price of goods or services from the point of view of consumers. They 
both are crucial factors impacting the interest rate or currency rates and other macroeco-
nomic variables which in turn impact the stock prices. Both of these indicators are used to 
measure inflation rate in India. In the studies by Hussain et al. in 2012 and Raheem Ahmed 
et al. in 2017, they have tried to assess the change in KSE 100 index through the variables 
that includes CPI and WPI and concluded that CPI and returns have a long-term relationship 
(Hussain et al., 2012; Raheem Ahmed et al., 2017).

3 METHODS

3.1 Selecting the models

As the domain of time series forecasting is significantly vast, various models have been used 
already for the implementation of stock price forecasting with newer models being developed 
every day. Thus, choosing any four models will be followed by the question why was that 
model selected. The bibliometrics offers a solution for this problem with the help of various 
analyses through quantifiable metrics as depicted in Figure 1. This helps in understanding 

Fig. 1: Tree map of most frequent keywords.
Source: compiled by the author
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that with respect to time series forecasting, financial markets and artificial intelligence, the 
most used models or approaches are LSTM and ARIMA.

Based on it, some models have been selected among which, two are traditional or foundati-
onal that have been used the highest number of times or have highest number of occurrence 
and two which are relatively state of art models. The selected state of art model is ensemble 
learning models like XG-Boost that also had a relation with time series forecasting. Another 
model like FB prophet was selected based on literatures. This will also be used to fill the lite-
rature gap in the domain and to understand the newer age model that have been classified as 
hybrid models. Thus, the models selected for the comparative analysis were LSTM, SARIMAX, 
FB-Prophet, XG-Boost.

3.2 Database and Search Strategy

While analyzing multiple time series could provide more comprehensive findings by encom-
passing a broader spectrum of the market, this study focuses on Reliance Industries Limited 
due to its prominence and influence in the Indian stock market. Reliance Industries is not only 
one of the largest companies in India by market capitalization but also plays a crucial role in 
various sectors, including energy, petrochemicals, textiles, natural resources, retail, and tele-
communications. Its diverse business operations and significant market presence make it an 
ideal candidate for understanding broader market trends and economic influences (Biswas, 
2018). By focusing on a key player like Reliance Industries, insights that are likely reflecti-
ve of larger market behaviors and economic conditions can be gained, while maintaining 
a  manageable scope for detailed analysis. The database chosen to extract the information 
about the stock prices of Reliance Industries Limited was Yahoo Finance (Reliance Industries 
Limited,2023). The domain offers various features including the historical data which have 
been used from December 02, 2013, to November 30, 2023. This data has been pre-processed 
and extracted in an CSV file with the daily frequency and as shown in Table 1.

3.3 Data Cleaning and Preprocessing

The necessary libraries were imported for the implementation of selected models. Standard 
Scalar has been to scale the values and to make model more efficient. Sequential, Adam (op-
timiser) and tensor flow keras have been imported to build and train the LSTM model. For 
Fb-Prophet, ‘prophet’ which is facebook’s time series forecasting library for time series fore-
casting. For XGBoost, ‘XGBoost’ module which is used for creating and training the model. The 

Date Open High Low Close Adj 
Close Volume Gold 

Price
USD INR 
conversion

Indian 
10 year 
bond 
price

CPI WPI

02-12-2013 422.49
52

427.42
35

422.14
85

423.63
44

397.60
64 3332837 1221.9 62.325 9.048 0.112

4 7.52%

03-12-2013 423.48
58

428.68
65

421.33
12

426.90
34

400.67
45 4238703 1220.8 62.37 9.069 0.112

4 7.52%

04-12-2013 426.40
81

429.67
71

422.59
42

424.00
59

397.95
5 4043235 1247.2 62.06 9.09 0.112

4 7.52%

05-12-2013 431.90
6

434.38
25

429.94
95

431.41
06

404.90
49 5784625 1231.9 61.763 9.108 0.112

4 7.52%

06-12-2013 430.98
97

433.21
85

426.55
67

429.28
09

402.90
59 3369441 1229 61.435 9.165 0.112

4 7.52%

Tab. 1 Dataset merged with economical indicators
Source: compiled by the author
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data that have been extracted in the ‘csv’ file was imported in the google colaboratory to work. 
Adjusted Close price was chosen with work with as it reflects the price of stock after inclusion 
of other factors. Some basics steps of data preprocessing were implemented to prepare the 
data for building the models and to make it more efficient such as:

1. Conversion of date to datetime format and setting ‘Date’ as index.
2. Dropping the rows with missing values.
3. Dropping the null values and dealing with NaN values.
4. The variables with high correlation coefficient were selected.
5. In case of Fb-prophet, Renaming the columns like date: ‘ds’ and Adj Close as ‘y’ to be 

compatible with Prophet model

After the merging of macro-economic variables:
1. As the WPI had ‘%’ after values, so removing the percentage sign form WPI column 

and converting it to float.
2. Extracting the features and target and normalizing the features using Standard Scalar.

The selected evaluation metrics were Mean squared error, Mean absolute error and R2 score.

3.4 Implementation of machine learning algorithms

After the basic steps of data cleaning and preprocessing, the visualisation of stock prices was 
plotted with ‘Date on x-axis’ and ‘Adjusted close price on y-axis’ as depicted in Figure 2.

The dataset was split into two parts i.e., features (independent variables) and target (depen-
dent variable). A standard scaler was applied to normalize the features by removing the mean 
and scaling to unit variance, ensuring that all features contribute equally to the model. For the 
models (LSTM, SARIMAX, XG-Boost and FB-prophet), training-testing splits were employed. 
80% of the data was allocated for training, with 20% reserved for testing, following a standard 
80:20 ratio. This approach was kept common for all the selected models to make comparative 
analysis general and efficient.

Fig. 2: Plotting thes tock prices
Source: compiled by the author
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For LSTM, the sequential model was built using neural networks with input as features.sha-
pe (Obthong at al., 2020) which had 5 features. An input layer was provided with the number 
of input features. Two dense layers with 64 and 32 neurons were provided each followed by 
a dropout layer with a dropout rate of 20% to prevent overfitting. The activation function used 
was Rectified Linear Unit (ReLU) due to its ability to mitigate the vanishing gradient problem, 
its computational efficiency, and its tendency to converge faster compared to other activati-
on functions like sigmoid or tanh. The output layer had a single neuron to predict the target 
variable. The model was compiled with the 'Mean Squared Error (MSE)' loss function, the 
'Adam' optimizer (learning rate of 0.001), and 'Mean Absolute Error (MAE)' as the evaluation 
metric. The model was trained for 100 epochs. The forecasting plot is shown in Figure 3a). The 
study have also used an alternate extension of ARIMA i.e., SARIMAX (Seasonal Autoregressive 
Integrated Moving Average with eXogenous Factors ). This type of model can take other vari-
ables into account while predicting the stock prices.

The best SARIMAX order was found to be (0,1,2) and no seasonal order was chosen. The au-
tocorrelation and partial autocorrelation function (ACF and PACF) graphs were also plotted to 
determine order in the data. Augmented dickey-fuller test was also used to ensure staionarity 
in the data and to determine appropriate diffrencing order‘d’ but as the datasize was small 

Fig. 3: a) Forecasting results by LSTM. b) Forecasting plot for SARIMAX. c) Forecasting plot for 
XGBoost. d) Forecasting plot for FB prophet.
Source: compiled by the author using (Google Colaboratory- Fb prophet before integration with econo-
mic variables, 2023.; Google Colaboratory- LSTM before integration with economic variables, 2023.; Google 
Colaboratory- SARIMAX before integration with economic variables, 2023.; Google Colaboratory- XGBoost before 
integration with economic variables, 2023.
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thus to prevent overfitting th best order was not chosen initally. The model was run with 
various orders to obtain the best result. The exogenous variables were the other features like 
open, high, close, and low. The evaluation metrics were root mean squared error, mean abso-
lute error and r squared score. The results of forecasting on test dataset are given in Figure 3b).

For XGBoost, the model was prepared using XGBRegressor (extreme Gradient Boosting) 
from the XGboost library, which has been used for optimized and efficient implementation, 
high-speed and performance. The hyperparameters involved were learning rate which con-
trols the contribution of each tree and was set to deafult (0.1), max_depth which represents 
the maximum depth of a tree and the default of 6 was used, n_estimators which represents 
number of trees to be fit (deault value of 100) and subsample fraction of samples to be used 
for fiiting the individual trees (default value of 1). The plot has been shown in Figure 3c).

For FB prophet, the model was initialised with daily seasonality. The other hyperparameters 
like yearly seasonality, seasonality mode and changepoint prior scale were set to default. The 
prediction of the model has been showed in Figure 3d).

3.5 Implementation of machine learning algorithms on pre-processed 
dataset merged with economic variables

The preparation and processing of the dataset (consisting of stock prices and economic va-
riables) followed similar approach of pre-processing earlier. The basic pre-processing steps 
were taken from the starting like to drop the null values and renaming of the columns to 
avoid conflict between features. The values provided in the dataset of WPI and CPI were 
monthly rather than daily, thus we had to duplicate the value throughout the month to ensure 
smooth application of dataset on models. Figure 4 shows the correlation among all variables 

Fig. 4: Figure4: Correlation matrix.
Source: compiled by the author using Google Colaboratory- XGBoost after 
integration with economic variables, 2023
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using a heatmap or correlation matrix. The correlation coefficients indicate the strength of 
the relationships between the independent variables and the target variable. The correlati-
on coefficient between Gold Price and US dollar to INR conversion is the highest among the 
economic factors included, at 0.93 and 0.90 respectively. Following that, WPI has a moderate 
correlation with the ‚Adj Close‘ at 0.48, while CPI has the lowest correlation coefficient at 0.16. 
Additionally, the factor Indian 10-year bond price shows an inverse relationship with the tar-
get variable, with a correlation coefficient of -0.29.

For LSTM, initial step of importing the necessary libraries was kept similar like previous 
model. After the pre-processing the data was split again in two ratios to analyse the result 
efficiently and compare it with previous LSTM model. The model was built using a similar pro-
cess of developing a sequential neural network. The plot has been depicted in Figure 5a). For 
SARIMAX, importing the necessary libraries were kept like SARIMAX model before. The model 
was built from ‘pmdarima’ to select the best SARIMAX order based on Akaike Information 
Criterion which was (0,1,2) but again the order provided was (0,0,0) to observe the chan-
ges. The seasonality was kept at none. The forecasting has been depicted in Figure 5b). For 
XGBoost, the initial process of importing the necessary libraries and data pre-processing have 
been kept like the previous XGBoost model. The train test split has been kept 80 percent of 
training data and 20 percent of test data. The plotting of the results is depicted in Figure 5c). 

Fig. 5: a) Forecasting plot for LSTM – merged data set b) Forecasting plot of SARIMAX – merged with 
economical indicators c) Forecasting results of XG Boost d) Forecasting with FB prophet
Source: compiled by the author using Google Colaboratory- FBProphet after integration with economic variables, 
2023.; Google Colaboratory- LSTM after integration with economic variables, 2023; Google Colaboratory- 
SARIMAX after integration with economic variables, 2023; Google Colaboratory- XGBoost after integration with 
economic variables, 2023.
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Model Trainnig 
% Metric

Before 
integration 
with economic 
variables

After 
integration 
with economic 
variables

Interpretation
Possible 
Reasons 
for Change

Considerations 
for Improvement

LSTM 80%

MSE 569.8537 1366.4344

Increase in MSE 
indicates reduced 
prediction 
accuracy

Overfitting, 
Complexity 
from Economic 
Factors

Further 
hyperparameter 
tuning, 
regularization, 
feature analysis

MAE 20.2353 32.2994

Rise in MAE 
suggests 
decreased 
accuracy

Overfitting, 
Influence of 
Economic 
Factors

Model 
simplification, 
feature selection, 
regularization

R2 0.9639 0.9133
Drop in R2 
implies reduced 
explanatory power

Overfitting, 
Complexity 
from Economic 
Factors

Feature 
engineering, 
model 
architecture 
adjustments, 
hyperparameter 
tuning

Tab. 2 Result analysis of LSTM
Source: compiled by the author using Google Colaboratory- LSTM after integration with economic variables, 2023; Google Cola-
boratory- LSTM before integration with economic variables, 2023

Model Metric

Before 
integration 
with economic 
variables

After 
integration 
with economic 
variables

Interpretation
Possible 
Reasons for 
Change

Considerations for 
Improvement

SARIMAX

MSE 691.53 158.38 Significant 
decrease in MSE

Inclusion of 
economic 
factors

N/A (No change needed)

MAE 25.71 11.26 Significant 
decrease in MAE

Inclusion of 
economic 
factors

N/A (No change needed)

R2 0.96 0.99
R2 remained 
perfect after 
training

Inclusion of 
economic 
factors

N/A (No change needed)

Tab. 3 Table 3: Result analysis of SARIMAX
Source: compiled by the author using Google Colaboratory- SARIMAX after integration with economic variables, 2023; Google 
Colaboratory- SARIMAX before integration with economic variables, 2023

Model Metric

Before 
integration 
with economic 
variables

After 
integration 
with economic 
variables

Interpretation
Possible 
Reasons for 
Change

Considerations for 
Improvement

FB PROPETH

MSE 2961.07 1912.35 Significant decrease 
in MSE

Influence of 
economic 
factors

Review economic factors, 
consider model adjustments

MAE 41.12 25.87 Significant decrease 
in MAE

Influence of 
economic 
factors

Review economic factors, 
consider model adjustments

R2 0.81 0.88
Decrease in R2 
indicates reduced 
explanatory power

Influence of 
economic 
factors

Review economic factors, 
consider model adjustments

Tab. 4 Result analysis of Fb prophet
Source: compiled by the author using Google Colaboratory- Fb prophet before integration with economic variables, 2023; Google 
Colaboratory- FBProphet after integration with economic variables, 2023
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For Fb-prophet, the initial steps taken were same as the previous model like importing the lib-
raries and pre-processing approach. plotting of the actual price in comparison with predicted 
price have been showed in Figure 5d)

After the implementation of phase 1, the ranking of models based on MSE were as follows: 
LSTM (Rank  2), SARIMAX (Rank  3), FB-Prophet (Rank  4) and XGBoost (Rank  1). Based on 
R2 Score: LSTM (Rank 2), SARIMAX (Rank 3), FB-Prophet (Rank 4) and XGBoost (Rank 1). After 
the selection of economic variables and implementation on same models. The ranks of models 
shifted and is as follows based on MSE: LSTM (Rank 3), SARIMAX (Rank 2), FB-Prophet (Rank 4) 
and XGBoost (Rank 1). This showed that LSTM was not able to deal with the extra information 
and the model was overfitting. The analysis of the implementation of LSTM, SARIMAX, FB-
prophet and XGBoost has been depicted in the Table 2, 3, 4 and 5 before and after merging 
the economic factors (gold prices, USD to INR conversion, WPI, CPI and Indian 10-year bond 
price). The performance of the model has been measured based on mean square error, mean 
absolute error and R2 score.

4 RESULTS

The LSTM results from Table 2 reveal a notable decline in predictive performance when the 
model was trained with 80% of the data, despite the inclusion of economic factors. This dec-
line, reflected in the Mean Squared Error (MSE) increasing from 569.8537 to 1366.4344, Mean 
absolute error increasing from 20.2353 to 32.994 and decrease in R2 score from 0.9636 to 
0.9133 prompts a closer examination of the inner workings of the LSTM architecture, particu-
larly focusing on the input gate, forget gate, and output gate.

The input gate, responsible for determining the relevance of new information to be stored 
in memory, played a crucial role in this scenario. After integration, the LSTM might not have 
effectively utilized the economic indicators, potentially due to insufficient exposure to diverse 
instances in the training data. This limited exposure could have hindered the model‘s ability 
to generalize complex economic patterns, leading to a suboptimal decision-making process by 
the input gate. Furthermore, the forget gate, responsible for deciding what information from 
the previous state should be discarded, likely faced challenges in discerning crucial patterns 
in the absence of a  sufficiently rich dataset. Consequently, the LSTM might have uninten-
tionally discarded relevant economic information, resulting in a  degradation of predictive 
accuracy. This shortfall is indicative of the model‘s struggle to capture long-term dependen-
cies in economic trends, a core strength of LSTM architecture. On the other hand, it could 
also have been due to overfitting of data, as the sample size of data is relatively small and the 

Model Metric

Before 
integration 
with economic 
variables

After 
integration 
with economic 
variables

Interpretation
Possible 
Reasons for 
Change

Considerations for 
Improvement

XGBOOST

MSE 31.35440 15.96573
Decrease in MSE 
suggests improved 
prediction accuracy

Influence of 
exogenous 
factors

Better preprocessing, 
inclusion of more factors

MAE 4.15593 2.54016
Decrease in MAE 
suggests improved 
accuracy

Influence of 
exogenous 
factors

Better preprocessing, 
inclusion of more factors

R2 0.99994 0.99997 Slight increase in R2
Influence of 
exogenous 
factors

Better preprocessing, 
inclusion of more factors

Tab. 5 Result analysis of XGBoost
Source: compiled by the author using Google Colaboratory- XGBoost after integration with economic variables, 2023; Google 
Colaboratory- XGBoost before integration with economic variables, 2023
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number of features has increased thus providing excess information which evidently resulted 
in decline of model’s performance.

The performance evaluation of the SARIMAX model in Table 3 indicates a significant im-
provement when economic indicators are incorporated. Initially trained on 80% of the data 
without economic factors, the model relied solely on historical patterns for predictions. 
However, the inclusion of economic indicators such as gold price, Wholesale Price Index 
(WPI), Consumer Price Index (CPI), US to INR exchange rate, and India‘s 10-year yield bond 
price resulted in notable enhancements. The decrease in Mean Squared Error (MSE) from

691.53 to 158.38 and Mean Absolute Error (MAE) from 25.71 to 11.26, accompanied by an 
increase in the R-squared (R2) score from 0.96 to 0.99, underscores the effectiveness of incorpo-
rating economic factors. These improvements suggest that the SARIMAX model, characterized 
by its order parameters (p, d, q), benefitted from the inclusion of economic predictors. The 
choice of order parameters (0,0,0) signifies no autoregressive, differencing, or moving average 
components considered in the initial model. While the suggested parameters (p=0, d=1, q=2) 
based on manual and automatic inspection may lead to a perfect fit with an R2 score of 1, 
it‘s crucial to consider the implications of overfitting, especially with a small sample size. By 
opting for (0,0,0) parameters, the SARIMAX model remains parsimonious, avoiding unnece-
ssary complexity that could potentially lead to overfitting. Moreover, it‘s  important to note 
that stock prices are inherently volatile and influenced by numerous unpredictable factors. In 
such cases, overly complex models may capture noise rather than genuine patterns, leading to 
poorer generalization performance. The choice of (0,0,0) parameters indicates that SARIMAX 
primarily accounts for short-term dependencies in the time series data and adjusts to ex-
ternal factors through the inclusion of economic predictors. This approach strikes a balance 
between model complexity and performance, ensuring robustness in forecasting stock prices.

The results from Table 4 showcase an increase in the predictive performance of Facebook 
Prophet (FB Prophet) after training with 80% of the data, notably influenced by the inclusi-
on of economic factors. FB Prophet, a  renowned time series forecasting model, is adept at 
handling business problems through the utilization of historical data. Thus, the addition of 
economic indicators, such as gold price, Wholesale Price Index (WPI), Consumer Price Index 
(CPI), US to INR exchange rate, and India‘s 10-year yield bond price, led to a decrease in Mean 
Squared Error (MSE) from 2961.07 to 1912.35 and Mean Absolute Error (MAE) from 41.12 to 
25.87. The perfect R-squared (R2) increased to 0.88, indicating a rise in the model‘s explana-
tory power. FB Prophet operates through the workflow involving the calculation of logistic 
trend functions, capacity values, yearly seasonality, and the identification of changepoints. 
The model‘s core equation comprises a trend component (g(t)), seasonality component (s(t)), 
holiday effect (h(t)), and an error term (εt). It leverages a piecewise function for trend mo-
delling with linear trends and user-specified changepoints. Additionally, FB Prophet utilizes 
Fourier series for flexible modelling of seasonality patterns. The observed increase in FB 
Prophet‘s performance suggests that the model, sensitive to the influence of economic factors, 
may have adapted to the additional complexity introduced by these external variables. To en-
hance predictive accuracy furthermore, considerations for improvement could be a detailed 
review of the specific economic factors, potential adjustments to model parameters such as 
trend components and seasonality, and a strategic handling of anomalies within the economic 
indicators. This highlights the importance of a nuanced understanding and careful integrati-
on of external factors for effective time series forecasting using FB Prophet.

The results of XGBoost from Table  5 depicts that the model demonstrated a  significant 
improvement in predictive accuracy after training with 80% of the data, marked by a dec-
rease in Mean Squared Error (MSE) from 31.3544 to 15.96573, a reduction in Mean Absolute 
Error (MAE) from 4.15593 to 2.54016, and a slight increase in R-squared (R2) from 0.99994 
to 0.99997. This enhancement can be attributed to XGBoost‘s ensemble learning approach, 
which sequentially trains decision trees and combines their outputs. The model effective-
ly utilized exogenous factors, refining its predictions by compensating for errors made by 
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previous trees and mitigating overfitting through pruning. The mathematical framework, 
guided by an objective function comprising a Loss function and Regularization, facilitated 
optimal parameter tuning.

SARIMAX and XGBoost stands out as the most suitable model for forecasting in the provi-
ded Indian market data when compared to LSTM and FB Prophet. The models demonstrated 
a substantial improvement in predictive accuracy, showcasing its adaptability to the influence 
of exogenous factors. In contrast, LSTM showed sensitivity to dataset size, FB Prophet faced 
challenges even after the integration of economic factors and remained at R2 score of 0.88. 
Considering the flexibility, accuracy, and adaptability shown by XGBoost throughout, it emer-
ges as the preferred choice for forecasting in the Indian market.

5 DISCUSSION

The studies Siami-Namini and Namin in 2018 and Fischer and Krauss in 2018 recognise the 
ability of LSTM to capture long term dependencies in time-series data (Fischer and Krauss, 
2018; Siami-Namini and Namin, 2018). These studies accentuate the model’s superiority in 
financial markets. However, performance of LSTM depends heavily on size and quality of 
training data. During the course of this study, MSE changed from 569.8537 to 1366.4344 high-
lighting the importance of hyperparameter tuning as emphasised by Gorgolis et. al in 2019 
(Gorgolis et al., 2019). The model FB Prophet praised by Taylor and Letham in 2017 for its 
intuitively adjustable parameters shows a significant rise during this study upon inclusion of 
economic factors with MSE decreasing from 2961.07 to 1912.35 too (Taylor and Letham, 2017). 
The decline in performance resonates with findings by Taylor and Letham which indicates mo-
del’s struggle with the integration of complex exogenous variables and this suggests the need for 
refined parameter adjustments as highlighted by Hamdani et al. in 2023 (Hamdani et al., 2023).

The study by authors Hyndman and Athanasopoulos in 2018, highlights the robustness of 
SARIMAX in various scenarios (Hyndman, R.J. and Athanasopoulos, G., 2018). The best or-
der parameters (p=0, d=1, q=2) in this study resonates with recommendations from authors 
Hyndman and Athanasopoulos but the implementation has been performed on the order 
(0,0,0). In SARIMAX model the reduction of MSE and MAE is a tantamount to model’s better 
performance. Although SARIMAX is highly effective in incorporating exogenous variables du-
ring the course of this study it shows potential for overfitting as indicated by reduction in MSE 
from 25.71 to 11.26. XGBoost as documented by Chen and Guestrin in 2016, as a powerful tree 
ensemble model and applied by study from Zhang and Chen in 2021 displays remarkable 
performance in financial domain (Chen and Guestrin, 2016; Zhang and Chen, 2021). The mo-
del’s ability to handle exogenous variables is also supported by Zhang et al in 2018 (Zhang et 
al., 2018). The results of this study echo with Chen and Guestrin’s findings as shown by the re-
duction in MSE from 31.35440 to 15.96573. During this study SARIMAX and XGBOOST emerge 
as reliable options for forecasting in Indian markets. Considering SARIMAX displays results 
that are prone to overfitting XGBoost’s ability to effectively incorporate exogenous variables 
and ensemble approach suggests it as preferred model.

6 VALIDITY OF CONCLUSIONS / FUTUREWORK

The study demonstrates that among the selected models, XGBoost and SARIMAX have shown 
better efficiency and performance for Indian stock market predictions. On the other hand, 
LSTM and FB-Prophet had higher errors and lower R2 score which generally represents the 
extent of fitting of data in the model. The models made have been tuned for a single dataset/
company in the whole financial market of India which holds different segments of corpora-
tions. Thus, it induces a further question like whether these conclusions or the results can be 
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generalized for another company in India or for another country? Or is there any robustness 
in the models against market anomality’s or external shocks?

As mentioned, this study encompasses only one of the components affecting the financial 
market i.e., economic variables. A study by Sharif et al. in 2015 discusses the firm specific 
factors like firm size, return on equity and other variables and how it impacts the stock prices 
in Bahrin (Sharif et al., 2015). Another study by King et al. in 2012 discusses the factors like 
political events and economic news impacting the oil prices movements (King et al., 2012). 
In the study by Al Tamimi et al. in 2011, they discussed internal and external factors affecting 
the stock prices in UAE. Some of these internal factors were performance of company, change 
in board of directors etc. and external factors included government rules and regulations, 
market conditions, behaviour of participants and other uncontrollable variables (Al-Tamimi 
et al., 2011).

In most of the studies, authors have concluded that there is more than one factor involved 
that is impacting the stock prices in any country. Thus, to generalize the model for any coun-
try or for any other segment in India and getting it secure against external shocks, a study 
will need to incorporate all above-mentioned parameters into one. Even then, further ques-
tioning can be done like on what basis will one assign the weights to each factor so that the 
model can learn without getting biased to any one factor. The models made in this study are 
based on two factors i.e., model characteristics to deal with error (for instance XGBoost uses 
previous tree to deal with errors) and other factor impacting Indian financial market. If the 
future work wants to generalize the results of this study, they will have to take caution as 
every financial market has their own characteristics, regulations, and impact from economic 
conditions. For example, share of reliance industries are dependent on economic conditions 
as it is multi-national company. On the other hand, shares prices of a  cosmetic company, 
food related companies will show different behaviour (for instance, food related firms will be 
more sensitive towards consumers, thus have a relation with CPI). The development of these 
models can be generalized only if, the future work includes implementation of these models 
on a company which is affected by economic indicators with change in data of these variables 
with each country. Also, the robustness of the model is heavily dependent on accuracy of data 
involved. Thus, it is a necessity to consider that. The current conclusion of the study is heavily 
dependent upon the characteristics of models. Thus, if there is external shock involved for 
instance, a new policy implemented by government that will affect the company’s share price, 
the model will face difficulties in predicting the stock prices as they have done in this study. 
To make the results more generalized and model more robust further study is needed to be 
done in future.

The study also has other few shortcomings whilst delivering the subject matter which can 
be filled in future by another research. Some of these are:

Factors
Rank of countries

China United States United Kingdom India

Internet Affordability 34 32 22 28

Internet Quality 10 6 32 16

Electronic Infrastructure 49 5 13 91

Electronic Security 79 43 23 66

Electronic Government 16 2 8 35

Tab. 6 Digital Quality Index 2023
Source: compiled by the author (using  Digital Quality Index, 2023)
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• The study included basic preprocessing approaches rather than complex processes to get 
the optimal performance of the desired models.

• The study also interprets the results based on the author’s understanding on subject.
• The study focuses on particularly 5 economic indicators from India, some of which are 

only on monthly basis available like CPI and WPI. This shortcoming can be improved by 
taking daily prices to improve the model’s accuracy and reducing the error further via 
paid websites or dealers.

• The study also focuses on several of the economic indicators which provides a general 
understanding of India’s economic conditions. The research can be improved further by 
incorporating more economic indicators and implementing them to the same models.

An additional constraint to the hypothesis lies in the assumption that the limited availability 
of data and published materials is a primary factor contributing to the scarcity of new hybrid 
models developed for the Indian market. However, an alternative factor may also be influen-
tial, as exemplified by India's placement at the 52nd position among 121 countries in the Digital 
Quality Index 2023 as assessed by surfshark.com (DQI index, 2023). The evaluation criteria en-
compass Internet Affordability, Internet Quality, Electronic Infrastructure, Electronic Security, 
and Electronic Government. In Table 6, the comparison of the top four countries including 
India in terms of publication is grounded in these criteria. The findings suggest that the pau-
city of data, particularly regarding the performance of models in the Indian market, may be 
correlated with India's ranking of 91st out of 121 countries in electronic infrastructure. Despite 
being the fifth-largest economy and possessing the potential to yield substantial returns for 
investors, India's digital landscape does not adequately support technological advancement. 
Furthermore, the decline in Internet affordability from the 8th rank in 2020 to the 28th rank in 
2023 raises concerns. This trend implies that even if novel applications or software are deve-
loped using new hybrid models, accessibility for users may be constrained. Consequently, this 
scenario contributes to a diminished interest in the field within the Indian market.

Even after considering these variables, according to annual growth rate of documents, do-
main of automated trading system is just going to get bigger in future ahead and one of the 
leading potential economies will be India and other developing countries.

7 CONCLUSION

This research contributes to the understanding of the performance of LSTM, SARIMAX, FB 
Prophet, and XGBoost models, emphasizing the impact of economic factors on predictive 
accuracy. The comprehensive exploration into time series forecasting within the dynamic 
landscape of the Indian financial market has yielded valuable insights, offering practical 
implications for deploying various algorithms and integrating economic indicators with con-
ventional features for investors, decision makers, traders or academicians. The LSTM model 
demonstrated a  superior performance initially but a  notable declined was observed after 
the integration of economic variables. XGBoost exhibited efficient performance throughout, 
displaying a decrease in errors, and highlighting its robust ensemble learning capabilities. 
SARIMAX after incorporating economic indicators, delivered better results with a  substan-
tial decrease in both MSE and MAE. FB Prophet also performed relatively well with the new 
dataset, emphasizing the importance of careful consideration when incorporating economic 
factors. The findings can be applied in the domain of research, as it provides basic supplemen-
tary information on which newer age models for Indian financial market can be developed. 
The knowledge of the performance of selected models and the visualisation of the established 
relation between macro-economic variables and time series forecasting models can be used 
by potential investors, potential traders or decision makers who wants to create a strategy for 
buying and selling or multiply their investment through algorithmic trading.
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ABSTRACT
This contribution describes how a  web application was created based on the given 
methodology for assessing the sustain-ability of plant production systems. The key 
indicators of this methodology are introduced. The way of transformation into digital 
form is shown. The outputs of the created application are presented. 
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1 INTRODUCTION

Sustainable agriculture is an issue that is important in many ways. El Chami et al. (2020) ask 
the question “How Can Sustainable Agriculture Increase Climate Resilience?” Celicourt et al. 
(2021) deal with sustainable water management in agrosystems. Arlauskienė and Šarūnaitė 
(2023) address the area of cover crop yield, nutrient storage, and release under different cro-
pping technologies within sustainable agrosystems. A key factor for increasing soil fertility 
and promoting sustainable soil use in fruit orchard agrosystems is presented by Sofo et al. 
(2020). Bioinspired nanomodification strategies for sustainable agriculture are introduced by 
Xu et al. (2021).

Already in 2011, Professor Křen‘s  team (2011) presented a  methodology dealing with 
a comprehensive assessment of the sustainability of agricultural enterprises focused on plant 
production. The methodology contains three key groups of indicators, namely ecological, eco-
nomic, and social indicators. Each of these groups contains even more specific and detailed 
indicators. Each of the indicators is calculated based on one or more input data. This methodo-
logy is described using a text document describing the sources of input data and calculations 
leading to individual indicators. The absence of a tool that would facilitate the calculation and 
automate it to a certain extent is almost incomprehensible in today‘s digitized age. Therefore, 
there was a request to facilitate the calculation process using a web application. This applica-
tion was created as part of Krejsa‘s diploma thesis (2022).
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The purpose of this paper is to describe the created application that enables the mentioned 
evaluation of the sustainability of the agricultural enterprise to be carried out. The key is abo-
ve all the clarity of the presented results. There is also a general emphasis on user-friendliness 
and speeding up the acquisition of inputs needed to achieve a rating. 

2 METHODOLOGY FOR EVALUATING THE PERMANENT 
SUSTAINABILITY OF SYSTEMS FOR THE CONDITIONS OF THE 
CZECH REPUBLIC

The methodology dealing with the long-term sustainability of agricultural enterprises, accor-
ding to which the evaluation will take place in the application, was described by Prof. Křen 
and his research team (2011). In the methodology, the name SAGROS system (sustainable ag-
rosystems) appears, which was also used when creating the name of the web application. The 
output of the assessment according to the methodology is 21 indicators. These indicators can 
be divided into three main groups (ecological, economic, and social). Each of the indicators 
has its own evaluation function, which, based on the input value, can be used to obtain an 
output ranging from 0 to 1. A value of 0.75 was set as the limit of sustainability.

There is also a second document on the evaluation methodology, containing the methods of 
obtaining the data needed for the evaluation. This methodology was also created by the team 
of Prof. Křen (2012). Diverse data sources are mentioned here. This includes, for example, 
data from publicly available systems and authorities, but also data obtained from internal 
sources of the company.

Fig. 1: Figure 1: Web graph for presentation of results
Source: Křen a kol., 2011
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As part of the methodology, the resulting evaluation of the company is usually presented 
using a graph. Due to the number of indicators and clarity, according to the methodology, the 
spider chart, shown in Figure 1, proved to be the most effective.

2.1 Ecological indicators

Within the ecological indicators, 8 output values are calculated:
• nitrogen balance,
• potassium balance,
• phosphorus balance,
• humus balance,
• specific energy consumption,
• plant protection intensity,
• soil erosion,
• biodiversity.

For the first six mentioned indicators, several scalar values are obtained from the user, 
with which basic mathematical operations are performed. The value obtained in this way is 
then transformed into the output value of the indicator using the evaluation function. For the 
last two indicators, in addition to loading other scalar inputs, data obtained from the public 
administration system is also needed. The last mentioned biodiversity indicator is the most 
complex of all indicators. It consists of 11 parts describing the land on which and in what way 
the farm operates.

2.2 Economic indicators

This group includes 6 output indicators. Particularly speaking about:
• sales,
• profit,
• payment contribution,
• profitability,
• liquidity,
• indebtedness.

It is possible to calculate the values of these indicators after collecting ten basic input values. 
As already mentioned, each of the indicators has its own evaluation function. An example 
evaluation function for the indebtedness indicator is illustrated in Figure 2.

2.3 Social indicators

As part of the social indicators, 7 resulting indicators will be calculated. It is about:
• reward for work,
• working hours,
• holiday,
• education,
• safety and Health protection during work,
• employee engagement,
• social engagement of the company.

Inputs for the evaluation of these indicators are obtained on the basis of interviews and ques-
tionnaires with company executives.
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3 METHODOLOGY AND DATA

Currently, there is no software on the Czech market that would comprehensively assess the 
sustainability of an agricultural enterprise. According to an article on the Živá univerzita1 
(2022) website, the SustainAgri mobile application was recently published. It also deals with 
the sustainability of agricultural enterprises. In the application, it is possible to try out decisi-
on-making in an agricultural company within the scenarios. However, it is aimed at educating 
young or budding entrepreneurs in the field of agriculture and is therefore not suitable for 
the purpose of evaluating an existing agricultural enterprise.

Due to the absence of a suitable software solution for evaluating the sustainability of an 
agricultural enterprise, there was a request to create a web application that would enable this.

3.1 External data sources

As part of the evaluation of several indicators described in the methodology, data from exter-
nal systems are used. As part of the design and creation of the application, this data will be 
downloaded and prepared in such a way that the user does not have to worry about obtaining 
it, thereby facilitating and speeding up the evaluation of the company.

3.1.1 LPIS
The first major data source used within the ecological indicators of soil erosion and biodi-
versity is data on parcels from the LPIS2 system. As part of these indicators, the acreage and 
perimeter of the land block are used for evaluation. The parcels displayed in this system are 
publicly available. The procedure for downloading such data is described on the eAGRI (2022) 
web portal.

The obtained data can then be imported into a database with an extension to support geo-
graphic data. Parcels can be queried from the database for display in the interactive map in 
the web application. The downloaded information about the land blocks already contains the 
required area. The other characteristics of a given parcel can be calculated using the functions 
included in the database superstructure to support geographic objects.

1  Living University
2  LPIS is a geographic information system that primarily consists of records of agricultural land use.

Fig. 2: Figure 2: Evaluation function of debt ratio
Source: Křen a kol., 2011
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3.1.2 Ministry of Labour and Social Affairs
The second external source in the application is data obtained from the website of Ministry of 
Labour and Social Affairs. These data are used to evaluate the social indicator remuneration 
for work. To evaluate the indicator, it is necessary to compare the entered wages with the 
average wage in the regional labor price statistics data set.

All data are available for download in JSON format on the Ministry‘s website. The obtained 
data can be serialized into objects and then inserted into the database.

3.2 Used technology

The application will be implemented according to the MVC design pattern. Technologies from 
three basic categories will be needed to implement the proposed application. These are fron-
tend, backend, and database.

3.2.1 Frontend
The user interfaces of websites are usually handled using the HTML markup language. This 
page will be handled by a component of ASP.NET technology called Razor, which enables the 
creation of templates. A big advantage is the possibility of simple substitution of values from 
the backend. Another advantage is the possibility of linking to other pages registered in the 
project.

The frontend in the HTML markup language is often supplemented with styles in the CSS 
language. The interactivity of the front-end part can then be ensured using code written in 
JavaScript. The application will use a set of Bootstrap cascading styles. It is one of the most 
used and popular in this industry. Its main advantage is that the styles used in the application 
are consistent and clear. Another advantage is, from the point of view of implementation, 
ease of use and large quantity functionality.

It will also be necessary to use JavaScript libraries for working with the map, on which you 
can select soil blocks. The Leaflet library is suitable for this. This will allow the display and 
selection of loaded parcels. Another component needed for the application to run will be the 
jQuery library.

3.2.2 Backend
The C# language was chosen for the implementation of the proposed application. The latter is 
in second place in the presented graph under the name ASP.NET, which is a framework used 
in this language to implement web applications. The reason for this decision is the clarity of 
the created solutions, a large number of preset functions for the creation of the application, 
and, in addition, also quality documentation. In addition, the ASP.NET platform also directly 
offers the creation of a project structured according to the MVC architecture.

3.2.3 Database
As part of the implemented application, one of the most popular variants will be used, na-

mely Microsoft SQL Server. The main reason was the possibility of using the SqlDataAdapter 
class in the C# language, which was chosen for the implementation of the backend. The class 
enables the intuitive assembly, execution, and processing of the results of database com-
mands. The advantage is that when it is used correctly, user inputs are treated so that SQL 
injection cannot occur. Other reasons for choosing SQL Server are the clarity of the develop-
ment environment, quality documentation, and extensive options for tuning the performance 
of database queries. This database will be used for storing downloaded or created code lists 
and also for storing data entered within the framework of individual solved projects.

A separate PostgreSQL database with the PostGIS extension will be used to store geographic 
objects. It will also contain a list of cadastral territories that will be used when downloading 
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geodata. The reason for this choice was primarily the quality of PostGIS geographical extensi-
on. Compared to the geographic part of Microsoft SQL Server, this offers a greater number of 
intuitive and useful functions that facilitate work with geodata.

4 RESULTS

The resulting application significantly facilitates the evaluation of the sustainability of crop 
production systems. Using forms, users can easily enter the necessary values. Some data are 
obtained automatically or based on the selection of a specific plot of land.

Thanks to the import of data from publicly available sources, the user is offered a map from 
which he can select the corresponding plot, as can be seen in Figure 3.

In this way, all plots can be easily added. The indicators resulting from the information 
about the land are then automatically added, which saves a lot of work.

After entering any input value, a page presenting the evaluation of the company is made 
available to the user. Since the input values can be entered continuously, it is possible to dis-
play partial results on the page. All available obtained indicator values and a list of indicators 
for which the rating could not be calculated are presented.

For the presentation of the results of the indicators, a spider chart is recommended as part of 
the methodology. This display method was also used within the created application. A screen-
shot of the page with the resulting graph is in Figure 4.

Within the presented graph, two data sets are used, this is the limit of sustainability (0.75 for 
all indicators) and the calculated values of the indicators. The color and size of the displayed 

Fig. 3: Figure 3: Choosing plots in the web application
Source: Krejsa, 2022
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elements in the chart can also be set within the data sets. A scale from 0 to 1, in increments 
of 0.1, is suitable for presenting the results. Incorrect values are omitted when plotting the 
business rating. The graph offers a degree of interactivity. When the cursor is placed on a po-
int, the name of the indicator, the group of values, and the specific calculated value will be 
displayed.

5 DISCUSSION AND CONCLUSIONS

As part of the work, a web application was created that will enable the continuous loading 
of inputs for the calculation of the sustainability assessment of agricultural enterprises. The 
application can present results in a very similar format as mentioned in the methodology. The 
outputs of the application could be improved in the future. Specifically, this is the export of the 
specified input parameters. Whether it is an export in text form, which will be easy to read for 
ordinary users, or an export in JSON or XML format, which can be easily machine processed.
The application is currently used mainly in education, if the application proves itself, it may 
also eventually be used commercially. This again could mean another set of feedback and po-
ssible modifications, according to the requirements of future users. It could be also beneficial 
to create a mobile application such as Prichystal (2016). 
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ABSTRACT
This paper focuses on the comparison of GPT, GPT-2, XLNet, T5 models on text generation 
tasks. None of the autoencoder models are included in the comparison ranking due 
to their unsuitability for text generation tasks. The comparison of the models was 
performed using the BERT-score metric, which calculates precision, recall and F1 values 
for each sentence. The median was used to obtain the final results from this metric. 
A  preprocessed dataset of empathetic dialogues was used to test the models, which 
is presented in this paper and compared with other datasets containing dialogues in 
English. The tested models were only pre-trained and there was no fine-tune on the 
dataset used for testing. The transformers library from Hugging face and the Python 
language were used to test the models. The research showed on the pre-trained dataset 
empathic dialogues has the highest precision model T5, recall and F1 has the highest 
precision model GPT-2.

Keywords: natural language processing, auto-regressive transformers, large-scale 
model, natural language generation, decoder transformer, auto-encoding transformers, 
sequence to sequence model

JEL Code: C45, L86

1 INTRODUCTION

There has been a lot of progress in the area of large language models in the last few years. 
According to Tunstall et al. (2022), a major breakthrough in this area is taken to be the de-
velopment of the Transformers model in 2017, which performed better than the previously 
used recurrent neural networks (RNNs) and algorithms such as (Stastny and Skorpil, 2007) or 
hybrid algorithms such as (Stastny et al., 2021), both in terms of machine translation tasks and 
even in training costs.

Another turning point in the development of large language models was the development 
of the BERT and GPT models, in 2018 (Tunstall et al., 2022). The BERT model falls into the 
group of models containing auto-encoding transformers (Devlin et al., 2018) and the GPT mo-
del contains auto-regressive transformers (Radford et al., 2018). The group of large language 
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models still includes models containing sequence to sequence transformers. Models containing 
this transformer are suitable for machine translation. While models containing auto-encoding 
transformer are suitable for text classification and models containing auto-regressive transfor-
mers are suitable for text generation tasks (Rahali and Akhloufi, 2023).

With the passage of time, improvements have been made to both the BERT model and the 
GPT model. The BERT model has been further modified under the names RoBERTa (Liu et al., 
2019), ALBERT (Lan et al., 2019) or ELECTRA (Clark, 2020). The GPT model has retained its 
name and resorted to referring to versions of the models using numbers, such as GPT-2 
(Radford et al., 2019), GPT-3 (Brown et al., 2020) and GPT-4 (OpenAI, 2023). The GPT model 
has also come to the attention of the general public due to the fact that OpenAI has made the 
model freely available to the public, who immediately took a great liking to it.

Currently, the biggest challenge in the field of large-scale language models, and especially 
for models designed for text generation tasks, is how to perform proper evaluation of the 
generated language (Thoppilan et al., 2022). The difficulty in evaluating models lies in the 
fact that for a properly generated language, a large number of aspects need to be addressed, 
ranging from grammar to coherence, and hence there is no simple way to perform natural 
language evaluation. One possible way is human annotation, but this is very expensive. Thus, 
the aim of this paper is to focus on the possible evaluation of language models designed for 
natural text generation.

2 METHODOLOGY

The methodology section introduces the datasets that contain the dialogues, the metrics used 
within this paper, and finally the models and their suitability for certain tasks.

2.1 Datasets

To evaluate models in the domain of conversation, datasets containing dialogues can be used. 
Since the goal is to explore models suitable for implementing a conversational client, datasets 
containing dialogs need to be selected. Due to the small number of datasets with dialogues 
in Czech, datasets in English will be used. These include the Ubuntu Dialogue Corpus dataset 
(Lowe et al, 2015), ProsocialDialog (Kim et al., 2022), SODA (Kim and Hessel, 2022), DailyDialog 
(Li, 2017) or DialogCC, which also contains images (Lee, 2022). In this case, the empathetic 
dialogues dataset will be used. The empathetic dialogues dataset contains 76.7 thousand rows 
of training data, 12  thousand rows of validation data and 10.9 thousand rows of test data 
(Li et al., 2020) This is a dataset that contains a transformers library designed for the python 
programming language. The dataset can be used for both text emotion classification and eva-
luation of generated text. For this reason, it was also selected because it contains emotions.

2.2 Metrics

To evaluate the generated text, it is also possible to use a large number of metrics. To evalua-
te the generated text, word-based metrics and contextual metrics can be used. Word-based 
metrics compare the words contained in the generated text and the reference text. While 
context-based metrics are mostly created as trained models for evaluation and their accuracy 
has been verified by human annotation (Sai, 2020). A lot of computational power is required 
when using context-based metrics. One of the possible metrics is BERT-score which is word 
based. The metric looks for a match using cosine similarity and takes into account the frequen-
cy of the document. Its great advantage is that it allows to take into account the importance 
of words (Zhang et al., 2019). It is a metric that is a good compromise between computational 
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power and the results it provides, so it will be used in the following paper. In order to use the 
BERT-score metric, the empathetic dialogues dataset needs to be modified and the reference 
text needs to be determined.

2.3 Models

The large language models that contain transformers can be divided into three groups, name-
ly Autoregressive models which are suitable for generation tasks, sequence2sequence models 
which are suitable for machine translation and auto-encoder models which are suitable for 
text classification (Rahali and Akhloufi, 2023). Therefore, in order to compare the difference 
between the different types of models, two models that are not designed for text generation 
were also included in the comparison. These are the BERT model (Devlin, 2018) and the T5 
model (Raffel et al., 2019). The models suitable for text generation tasks are XLNet (Yang et al., 
2019), GPT (Radford et al., 2018), and GPT-2 (Radford et al., 2019). The models were selec-
ted based on the research conducted. Similar to the dataset, the Transformers library from 
Hugging Face can be used for the models. The library contains already pre-trained models 
that do not need to be trained further. If the user would still like to retrain the model for a spe-
cific type of task, fine-tuned functions are available.

3 RESULTS

Before testing the large language models, it is necessary to prepare the dataset. The empathe-
tic dialogues dataset contains the conversation id (conv_id), utterance id (utterance_idx), what 
is the context of the dialogue (context), prompt, speaker id (speaker_idx), utterance (utteran-
ce), selfeval and tags. A sample dataset is shown in Table 1.

Because the BERT-score metric needs both the generated text and the reference text. It is 
possible to take every other answer as a reference within a dialogue. It is possible to notice 
that it is not possible to divide speakers into reference and those whose utterance is marked 
as the basis for the generated text, for the reason that the same spec may appear in multiple 
dialogues. Another of the snags in using this dataset can occur if there are an odd number of 
utterances in a conversation, then it is possible that the model will start generating a response 
even to an utterance where no response is desired. Should this case occur, it is possible to set 
the reference response to an empty string. The last situation that could occur is that the model 
would answer correctly, however it does not match the reference text. Since the Bert-score 
metric is used, which also takes into account the importance weight of each word, this pro-
blem should be avoided by the metric used. Because the crucial words are always repeated 
in the answers. In the original article, the values obtained from the BERT-score are set as the 
median (Zhang et al., 2019). This article uses the median to determine precision, recall and f1 
median because the BERT-score metric at the point when the dialogue did not continue and 
thus the person would not respond to the message, but the model generated the text, the met-
ric calculated all the resulting values as zero. So, what happened was that the resulting values 
contain the extreme outlier of zero, so it is more convenient to use the median.

4 DISCUSSION AND CONCLUSIONS

Testing has shown that T5 has the best results in precision. Recall and F1 has the best GPT-2 
though. Sivarajkumar and Wang (2022) also tested GPT-2 and T5 but on classification task 
and they came out with precision for GPT-2 ranging from 0.73 to 0.50 and recall for T5 ran-
ging from 0.64 to 0.71. 57 to 0.75 and for the T5 ranged from 0.61 to 0.72, for the F1 model 
the GPT-2 ranged from 0.55 to 0.74 and for the T5 ranged from 0.65 to 0.71. From the above 
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results, it can be seen that Sivarajkumar and Wang (2022) also came out that the T5 model 
has better precision than GPT-2 in one case, but otherwise it can be generally said that GPT-
2 shows better results than T5. Khaliq et al (2022) compared T5 and GPT using BLEU score, 
where it came out that T5 has better results than GPT. However, this metric is intended for 
machine translation evaluation (Papineni et al., 2002). A comparison of XLNet was found only 
with BERT and RoBERTa models, where XLNet showed better results than BERT in most cases. 
(Liu, 2019) However, a comparison that focused strictly on evaluating the generated text of 
each model was not found. The research conducted above found that the evaluation results 
of all the models tested were higher than 62%. It showed that although the T5 model has 

conv_id utterance_idx context prompt speaker_
idx utterance selfeval tags

hit:1_conv:2 1 afraid i used to scare 
for darkness

2 it feels like hitting 
to blank wall when 
i see the darkness

4|3|4_3|5|5

hit:1_conv:2 2 afraid i used to scare 
for darkness

3 Oh ya? I don‘t really 
see how

4|3|4_3|5|5

hit:1_conv:2 3 afraid i used to scare 
for darkness

2 dont you feel so.. its 
a wonder

4|3|4_3|5|5

hit:1_conv:2 4 afraid i used to scare 
for darkness

3 I do actually hit 
blank walls a lot of 
times but i get by

4|3|4_3|5|5

hit:1_conv:2 5 afraid i used to scare 
for darkness

2 i virtually thought 
so.. and i used to 
get sweatings

4|3|4_3|5|5

hit:1_conv:2 6 afraid i used to scare 
for darkness 

3 Wait what are 
sweatings

4|3|4_3|5|5

hit:1_conv:3 1 proud I showed a guy 
how to run 
a good bead in 
welding class 
and he caught 
on quick.

3 Hi how are you 
doing today

3|5|5_4|3|4 <HI>

hit:1_conv:3 2 proud I showed a guy 
how to run 
a good bead in 
welding class 
and he caught 
on quick.

2 doing good.. how 
about you

3|5|5_4|3|4

hit:1_conv:2 1 afraid i used to scare 
for darkness

2 it feels like hitting 
to blank wall when 
i see the darkness

4|3|4_3|5|5

Tab. 1 Empathetic dialogues dataset pattern
Source: Li, Q. et al., 2020

Models precision recall f1 Numbers of 
parameters

XLNet base 0.626486 0.705383 0.665162 110 million

GPT2 0.649675 0.717464 0.684829 1 500 million

T5-base 0.6751 0.682623 0.680336 220 million

GPT 0.633322 0.711081 0.671812 117 million

Tab. 2 Model evaluation results
Source: numbers of parameters: Radford, Alec, et al., 2019; Jangir, S. 2021; Raffel, C. et al., 2019, Nguyen-Mau, T., 2024
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significantly fewer parameters than the GPT-2 model, when precision is used, the T5 model 
performs better than the GPT-2.
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Oldřich Trenz: email: oldrich.trenz@mendelu.cz



201

26th International Scientific Conference Economic Competitiveness and Sustainability

March 21–22, 2024, Brno, Czech Republic

https://doi.org/10.11118/978-80-7509-990-7-0201

ENHANCING MICRO-CREDENTIALS 
WITH BLOCKCHAIN

Martin Záklasník1, Veronika Konečná1, Oldřich Faldík1, 
Oldřich Trenz1, Andrej Gono1

1�Department� of� Information� Technology,� Faculty� of� Business� and� Economics,� Mendel� University� in� Brno,�
Zemědělská�1,�613�00�Brno,�Czech�Republic

ABSTRACT
The article addresses the problem of using micro-credentials in the educational process 
and explores the possibilities of their deployment through blockchain technology. 
The topic of micro-credentials as the first step in the process of digitalization of the 
educational process is presented along with the setting of its trustworthiness. A variety 
of advantages can be associated with micro-credentials, including the confirmation of 
individual transactions at the level of the educational process.

One of the main problems in the centralized storage of micro-credentials is the risk of 
unauthorized access and the possibility of leakage of sensitive information. This paper 
proposes the implementation of blockchain technology as a way to decentralize data 
storage. This would eliminate the threat of unauthorized access and provide a higher 
level of data security and integrity.

Challenges associated with a centralized certificate authority such as scalability issues 
and outages are also discussed. It can be evaluated that blockchain can provide a robust 
and reliable framework for digitizing certificates in the education sector.

The conclusions of the paper highlight the benefits of decentralization through 
blockchain and the need to open up the certification network for corporate certificates. 
Overall, the paper discusses the importance and benefits of using blockchain technology 
to enhance the security and efficiency of digital certificates in the education sector.

Keywords: blockchain, digitalization, micro-credentials

JEL Code: L8, O3

1 INTRODUCTION

Digitalization is one of the most discussed topics in recent years. Every industry is affected by 
digitalization in some way. Within the education sector, many certificates or diplomas are be-
ing issued, which currently exist mainly in paper form. The disadvantage of paper certificates 
is that verifying their authenticity can be complicated and they are therefore relatively easy 
to falsify. Proving a paper certificate is also complicated by the difficulties of certified copies 
and so on. The solution may be to digitalize these certificates.
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The first step of digitalization in education is the digitalization of individual successfully com-
pleted courses, the micro-credentials. Micro-credentials have several advantages. They provide 
students with a visual and tangible record of their skills or achievements. By taking inspiration 
from gaming badges, they can create an element of competition and reward that is typical in 
a gaming environment. Earning a badge or micro-certificate can be seen as a reward for achie-
ving a specific goal or skill (Gish-Lieberman, 2021). These certificates can also then be used to 
prove completion of a course without the student completing the entire study programme.

Another key step in the process of digitalization of education is the storage of digital certifi-
cates in a central database. While this offers advantages in accessibility and management, it 
brings with it security challenges. A central database may face the risk of unauthorized access 
or leakage of sensitive information contained in digital certificates. In addition, if this data-
base is down or unavailable, authentication of certificates can be complicated (Hada, 2023).

One possible solution to these challenges may be the implementation of blockchain technology. 
Blockchain offers a decentralized way of storing data, which can eliminate the risk of unautho-
rized access or manipulation of certificates. This would ensure a higher level of security and 
data integrity. Moreover, due to decentralization, it would be possible to authenticate certificates 
even in the event of central system failures. Thus, the implementation of blockchain could pro-
vide a robust and reliable framework for digitizing certificates in education (Zaklasnik, 2023).

The aim of the article is to outline the possibilities of extending the existing platform (Masaryk 
University, 2023) for issuing micro-credentials created by Masaryk University and Charles 
University with the use of blockchain technology. The Masaryk University provides a  cent-
ral verification point and storage place for micro-credentials and Charles University provides 
a central catalogue of courses for which can be issued micro-credentials issued. This approach 
has several limitations related to scalability, openness and resiliency. (Charles University, 2024)

Proposed solution will ensure decentralization and higher security of the whole system and 
the possibility of involving other educational institutions and companies, which will create 
a unique unified platform in which the user can have all the certificates from all different in-
stitutions. The A sub-goal is then to introduce the JSON-LD data format for micro-credentials 
and the process of issuing and storing micro-credentials data on the blockchain.

2 EXISTING SOLUTIONS

Typically, the existing solutions are possible to integrate with own Learning Management 
Systems (LMS) and main publishing platforms, meaning they can be easily integrated into 
university systems. They offer the possibility to share credentials on social platforms such as 
LinkedIn, Facebook, X and others, as well as manage the public profiles for both issuer and 
recipient and download the credential in various formats. The solutions often provide data 
analytic tools for monitoring the issuance of certificates, as well as their performance and 
impact. They are usually well scalable and being offered to small, as well as enterprise-sized 
institutions. The blockchain layer is often included in a broader subscription model.

2.1 Credly

Credly enables users to issue, manage and claim digital credentials. To claim a credential on 
Credly, the recipient must create an account. Issuing digital credentials on Credly is facilitated 
through the paid dedicated Acclaim platform. The issuance can be one-time manual or auto-
mated, using Credly’s API integrated into existing systems. In the case of Credly, blockchain is 
not the underlying platform but rather an extension available as part of the Acclaim subscrip-
tion. To publish the credential on the blockchain, first, the issuer much enable this possibility 
and then it must be approved by the receiver as well or the receiver can claim the credential 
without the blockchain verification (Credly, 2024).
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2.2 Sertifier

Sertifier provides digital certificates and badge solutions for startups, small to medium-si-
zed businesses, and enterprises. Their certificate offerings range from product certificates 
and online courses to employee training. Among their clients are Paypal, Cisco, Coachhub, 
Johnson & Johnson, and others, with over 8 million credentials issued. Sertifier operates in 
a hybrid mode, combining traditional storage and blockchain technologies. Two out of three 
subscription plans include blockchain features, providing enhanced security, authenticati-
on, and streamlined verification processes to prevent data tampering. They use the robust 
blockchain platform Velocity Network™ to ensure the integrity of every credential and enable 
real-time verification anywhere and anytime. Moreover, the Verified Wallet is necessary for 
storing credentials.

By digitally signing the credentials, the issuer guarantees their authenticity. The credentials 
are then issued and stored on the blockchain. The recipient must confirm the credential accu-
racy, claim it, and add it to their own blockchain-verified portfolio (Sertifier, 2024).

2.3 CredSure

CredSure is credentialing platform utilized by over a  million users worldwide. Is uses 
blockchain for the credential’s verification and stores all the credentials on the blockchain. 
They primarily focus on eliminating the issues connected to paper certificates and offer a plat-
form for the translation of paper docs to digitalized files.

They enable credential collection, data evaluation, or ensuring trust. In the case of CredSure, 
both issuer and receiver of the credentials need their blockchain wallet where the credentials 
will be stored.

Users and verifiers can access the credential using unique URL or QR code on the verification 
page, that displays the issued course or product. CredSure also enables automation of the issu-
ance and sending of credentials and badges, while providing technical support (Credsure, 2024).

2.4 EvidenZ

EvidenZ is a  framework for blockchain verification of credentials, primarily focusing on 
higher education. Currently, 232 institutions across 25 countries are involved. It prioritizes 
user-friendliness and supports multiple devices and can operate on any blockchain.

For the issuance of every certificate, the essential part of the process is burning a part of the 
BCDT token. Among others, EvidenZ collaborates with Avalanche, Binance, and uses aleph.im 
for data storage on a secure and decentralized network. EvidenZ stores only encrypted data 
on the blockchain, rather than the actual documents or their hash fingerprints. Before issuing 
the data, it first verifies the identity of data issuers to establish trust. It is also convenient 
that no registration is needed to claim the credential, and owning a blockchain wallet is not 
required (although an email confirmation is needed to claim the credential). This is because 
EvidenZ uses shareable URLs for permanent access to the credential (EvidenZ, 2024).

3 METHODOLOGY AND DATA

The authors Selvaratnam and Sankey (2021) identify a number of disadvantages of paper cer-
tificates in the context of micro-credentials. Paper certificates are static, easy to falsify, difficult 
to share, and lacking in detailed information about the qualifications achieved. In addition, 
the production of paper certificates has a negative impact on the environment. In contrast, 
digital micro-credentials offer flexibility, robust security, ease of sharing, detailed informati-
on and environmental friendliness. The authors highlight that digital micro-credentials are 
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better suited to modern trends in education and the labour market and represent a more 
efficient and modern alternative to paper certificates.

3.1 Current micro-service infrastructure

The current micro-credentials system at Masaryk University integrates several techno-
logical components to ensure efficient course management, issuance, and verification of 
micro-credentials.

The system issues micro-certificates in electronic format (JSON-LD) following European 
Digital Credentials (EDC) specifications. Each micro-certificate contains essential details about 
the learner‘s achievements, issuer information, and validity period. If incorrect data is found 
post-issuance, the certificate can be invalidated, marking it as invalid and disabling its verifi-
cation links without deleting it from the database.

Issued micro-certificates are accessible to recipients through digital wallets or direct email. 
They are not stored in a public database, preserving privacy and security. Verification is facili-
tated by a web-based tool, EDCI Viewer, allowing third parties to upload the micro-certificate 
file for validation, thus ensuring integrity and authenticity.

The system generates a PDF version of the micro-certificate, including a verification link. 
This representation meets standard requirements and can be digitally signed by the issuing 
institution for additional authenticity. Utilizing RESTful API for secure data transfer over 
HTTPS, the system ensures all API requests are authenticated, allowing only authorized cli-
ents to access or modify data.

A  central database stores all issued micro-certificates and their metadata, enabling easy 
retrieval and management. The system supports automated updates and maintenance of cer-
tificate validity, including the renewal of electronic seals. There is also web interface, which 
caters to different user groups, including public verifiers, administrative personnel, and reci-
pients of micro-certificates. This simplifies the processes of certificate issuance, management, 
and verification.

We aim to achieve three main goals in the extension of Masaryk University‘s existing plat-
form for issuing micro-credentials with blockchain technology:

1. Decentralization and increased security: by using blockchain technology, the platform 
will move from a centralized model to a decentralized one. This transition increases the 
overall security of the system because the data is distributed across a network of nodes, 
making it resistant to tampering and unauthorized changes.

2. Openness and scalability: implementation of the blockchain simplifies the involvement 
of new entities outside Masaryk University. This allows other educational institutions 
and companies to join the platform, which supports collaboration and creates a uni-
form ecosystem for micro-credentials.

3. Standardization: JSON-LD (JavaScript Object Notation for Linked Data) is the W3C stan-
dard used for micro-credentials. JSON-LD offers a standardized and machine-readable 
format that is not dependent on any one platform or system.

This article uses both qualitative and quantitative research approaches. Within the qualita-
tive analysis, it investigates existing literature related to blockchain technology in the context 
of educational certificates, specifically micro-credentials. The quantitative analysis then exa-
mines the technical aspects of blockchain implementation. This includes an analysis of existing 
blockchain platforms and protocols suitable for issuing and verifying micro-credentials.

Blockchain technology was selected for a  decentralized approach of issuing certificates, 
with emphasis on speed, energy efficiency and security. Proof of Authority (PoA) algorithm 
was preferred for its speed, proven reliability and wide use in private blockchains.

The feasibility of PoA as a  consensus algorithm in blockchain networks have been ex-
plored by Joshi (2021), who emphasizes the need for security, reliability, and speed in such 
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algorithms. Ali, Sahib and Waleed (2019) further discuss the use of PoA in preserving authen-
tication and authorization on the blockchain, highlighting its potential in addressing the 
challenges of big data size and verification time. Alrubei, Ball and Rigelsford (2021) proposes 
a novel consensus mechanism, Honesty-based Distributed Proof-of-Authority (HDPoA), which 
combines PoA and Proof-of-Work (PoW) to enhance security and reduce confirmation time 
in IoT-blockchain applications. Lastly, Khalil, Aziz and Asif (2021) suggest the use of PoA in 
the Ethereum blockchain platform for charitable organizations, emphasizing its potential to 
enhance trust and transparency.

Trusted authority-formed voters were selected as participants in the network, contributing 
by issuing and verifying certificates. The evaluation of different blockchains led to the prefe-
rence of Proof of Authority over other algorithms to achieve optimal security and efficiency 
results. Considering privacy and legal issues, an analysis of challenges related to the right to 
be forgotten and certificate updates was also considered.

Limitations
This paper only covers the design concept for the platform extension. Full implementation 
of the proposed solution would require further research and development, including pilot 
testing.

4 RESULTS

Masaryk University uses JSON-LD format for their micro-credentials platform.
JSON-LD (JSON for Linked Data) provides a standardized format for structuring and repre-

senting data (W3C, 2022). Among the advantages is that JSON-LD is human readable. Each 
micro credential can be used to record all certificate data such as student identity, course com-
pletion data, number of credits, etc. This structured data allows for efficient processing across 
multiple systems and platforms, including integration with a blockchain platform. Below is an 
example of what a micro-credential looks like in JSON-LD format.

{ 
 “@context”: [ 
   “https://www.w3.org/2018/credentials/v1”,
   “https://www.w3.org/2018/credentials/examples/v1”
 ], 
 “id”: “http://example.edu/credentials/58473”,
 “type”: [“VerifiableCredential”, “AlumniCredential”],
 “issuer”: “https://example.edu/issuers/565049”,
 “issuanceDate”: “2010-01-01T00:00:00Z”,
 “credentialSubject”: {
   “id”: “did:example:ebfeb1f712ebc6f1c276e12ec21”,
   “alumniOf”: { 
     “id”: “did:example:c276e12ec21ebfeb1f712ebc6f1”,
     “name”: [{
       “value”: “Example University”,
       “lang”: “en”
     }, {
       “value”: “Exemple d’Université”,
       “lang”: “fr”
     }]
   }
 },
 “proof”: { ... }
}

Fig. 1: Verifiable Credentials Data Model v1.1.
Source: W3C, 2022
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A decentralized approach provided by blockchain could make the process of issuing certi-
ficates faster and not dependent on one central authority, when it comes to certificates that 
require human input and aren’t issued automatically by digital authority.

When choosing a blockchain suitable for this use-case, we identified multiple key require-
ments. To be proven beneficial over typical centralized databases, it should be fast enough, 
energy efficient and secure, while allowing decision-making for a selected group of members. 
This approach prefers private blockchains and specific consensual algorithms. It eliminates, 
for example, widely spread Proof of Work, that is secure, but slow and energy consuming. 
It also makes Proof of Stake to be questionable, potentially allowing one party to own more 
voting power, unless this concern is addressed at the beginning. (Xiao et al., 2020) We also 
intend to avoid experimental and untested solutions. As a suitable solution now, it seems to be 
a Proof of Authority consensual algorithm, as it is fast, tested, not too complex for implementa-
tion and used widely in private blockchains. The voters are selected, trustworthy authorities, 
and as motivation could serve their reputation and right to stay in the ecosystem, instead of 
transaction fees (Azbeg, 2021. Khalil, 2021). The voters would be companies and academic 
institutions involved in the network, issuing certificates and validating those of theirs, as well 
as accepting new members into the network. This way, every new incoming authority will 
gain a voting right and the ecosystem will be naturally scaled-up.

As we try to think about a long-lasting solution, it is worth considering the infrastructure 
to be quantum resilient, as the academic sector could be prone to possible future quantum 
attacks. A lot of blockchains aren’t easily adjustable and don’t implement quantum resistant 
algorithms at the moment (Yang, 2022).

Although the certificate owners would be able to own the certificate and decide whether 
to make it private or not, there are still privacy and legal issues in this aspect. A potential 
challenge is the whole legal framework itself, which isn’t well established for blockchain yet. 
Blockchain nature could challenge some legal requirements, such as the right to be forgotten 
defined by GDPR, that contradicts with the immutable nature of blockchain (Wolford, 2023). 
A subsequent issue is the need to update the certificate, for example in case it becomes invalid 
or was issued wrong. This particular aspect of changing policies should be discussed prior, 
when setting up the blockchain rules. In this case it should be noted that changes into blockcha-
in transactions are very often hard to implement and could introduce more vulnerabilities.

Another potential issue could be initial investment into the new infrastructure, which 
should be calculated if it is worth the potential advantages. On the other hand, blockchain eli-
minates the single point of failure risk. The centralized databases, of course, use replicas and 
back-ups, that usually stays more storage efficient than blockchain (as every involved party 
needs to have their own blockchain replica), although the centralized databases also need 
to be managed, giving space to more failures and security issues. Therefore, the proposed 
solution of blockchain infrastructure should also address ways to optimize storage efficiency.

The process of creating and distributing micro-credentials in an educational institution in-
volves several steps. The core components of the system include the educational institution, 
a  JSON-LD generator, a  cryptographic hashing function, a  blockchain network, a  QR code 
generator, and a student application.

The blockchain network uses the Proof of Authority consensus algorithm, chosen for its 
transaction processing capabilities and minimal energy consumption. Validators in this ne-
twork are trusted entities, such as academic institutions ensuring data integrity and security. 
Smart contracts are utilized to automate the issuance, verification, and revocation of creden-
tials on the blockchain.

Each micro-credential is structured in the JSON-LD format, enabling seamless integration with 
the blockchain. This standardization supports the representation of detailed credential data, 
including student identity, course completion data, and credit count. Credentials are issued in 
both digital format for blockchain records and as downloadable PDFs for offline use. Each PDF 
certificate includes a QR code that links back to the blockchain record for verification purposes.
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All credential data are hashed using cryptographic functions (SHA-256) and stored on the 
blockchain, safeguarding against tampering and unauthorized alterations. Verification of 
credentials can be performed through decentralized nodes, ensuring availability and reliabi-
lity even if a central system fails.

Important part of the system are RESTful APIs to connect the blockchain with existing 
Learning Management Systems (LMS) and the Student Information System (SIS). These APIs 
facilitate secure data exchanges and real-time updates of credential statuses.

The practical process then starts, when the student completes a course or training for which 
the student can earn a micro-credential. After successful course completion, students can opt 
for a digital version of their diploma. If they choose digitization, their consent must be ob-
tained and stored in line with GDPR regulations. With consent, the institution can generate 
a  “Verifiable Credential” (digital diploma adhering to W3C standards) containing relevant 
information such as course title, student name, completion date and other metadata. The stu-
dent can then download a micro-credential from the institution via a secure online portal 
and store it in their digital wallet, which can be a software application on a mobile device 
(Záklasník, 2023).

At the same time, a hash is generated using a cryptographic hash function, such as SHA-256, 
from the content of the certificate. A hash is a unique and fixed string of characters that repre-
sents the entire contents of a micro-credential. This hash is stored on the blockchain, which 
secures it from manipulation and allows independent verification of the micro-credential.

It is also possible to generate a PDF certificate. This certificate is used for offline presentation 
and contains all relevant information about the micro-credential, including the QR code. The 
QR code makes it easy to verify the validity of the certificate by scanning it with a smartphone 
or other device.

The image below shows the entire flow of generating and storing a micro-credential.

Fig. 2: The process of generating and storing micro-
-credentials on the blockchain, 2024
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5 DISCUSSION AND CONCLUSIONS

Traditional paper certificates in education are prone to falsification and fraud as mentioned 
by the authors Selvaratnam and Sankey (2021). As well as that, students may find it difficult to 
prove the legitimacy of the certificates issued in different institutions.

In this paper, we research and propose the implementation of micro-credentials and 
blockchain for digitizing education. According to experts, the use of Blockchain technology in 
education is a potential use case (Casey, 2019. Clark, 2016).

Our proposed extension of Masaryk University‘s existing platform for issuing micro-creden-
tials using blockchain technology offers several advantages over the current centralized 
system. By decentralizing the platform, we ensure the overall security and integrity of the 
micro-credentials issuance process, where data is protected from tampering and modificati-
on. Compared to similar existing solutions, our proposal does not issue credentials solely in 
digital form, but rather serves as an extension of paper certificates and both formats are supp-
osed to coexist alongside each other. Additionally, having a private blockchain with a proof 
of authority algorithm grants involved parties a voting right a decision-making option, which 
could help our solution to evolve in alignment with academic sector needs

In addition, by implementing blockchain, we enable the involvement of new educational 
institutions beyond Masaryk University. In this way, we are creating a universal platform and 
ecosystem where students can have all the certificates they have achieved.

The future work will involve a  comprehensive requirement analysis and system design 
identifying and engaging key stakeholders, including academic institutions, certification 
authorities, and potential employers.

Next step is setting up the blockchain network that supports the PoA consensus algorithm. 
The configuration of blockchain nodes for participating institutions will follow, ensuring 
each node is correctly integrated into the network and capable of issuing and verifying 
micro-credentials.

Next development will involve finalizing the JSON-LD format for micro-credentials. This 
format must include all necessary metadata and adhere to W3C standards, ensuring interope-
rability and ease of use. There will be an intuitive user interface for facilitating the issuance, 
management, and verification of micro-credentials by both issuers and recipients. Integrating 
the blockchain system with existing Learning Management Systems (LMS) at participating 
institutions will be another critical task.

Detailed testing will be conducted to ensure the system works as intended and is secure. 
Functional testing will verify that all system components operate correctly, while security tes-
ting will identify and mitigate potential vulnerabilities. A pilot deployment involving a limited 
number of courses and students will follow. The system‘s performance will be evaluated in 
terms of speed, scalability, and user satisfaction.
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